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Abstract Sentiment analysis or opinion mining is the computational study of peo-
ple’s opinions, appraisals, attitudes, and emotions toward entities, in-
dividuals, issues, events, topics and their attributes. The task is tech-
nically challenging and practically very useful. For example, businesses
always want to find public or consumer opinions about their products
and services. Potential customers also want to know the opinions of
existing users before they use a service or purchase a product.

With the explosive growth of social media (i.e., reviews, forum dis-
cussions, blogs and social networks) on the Web, individuals and or-
ganizations are increasingly using public opinions in these media for
their decision making. However, finding and monitoring opinion sites
on the Web and distilling the information contained in them remains a
formidable task because of the proliferation of diverse sites. Each site
typically contains a huge volume of opinionated text that is not always
easily deciphered in long forum postings and blogs. The average human
reader will have difficulty identifying relevant sites and accurately sum-
marizing the information and opinions contained in them. Moreover, it
is also known that human analysis of text information is subject to con-
siderable biases, e.g., people often pay greater attention to opinions that
are consistent with their own preferences. People also have difficulty,
owing to their mental and physical limitations, producing consistent
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results when the amount of information to be processed is large. Au-
tomated opinion mining and summarization systems are thus needed,
as subjective biases and mental limitations can be overcome with an
objective sentiment analysis system.

In the past decade, a considerable amount of research has been done
in academia [58,76]. There are also numerous commercial companies
that provide opinion mining services. In this chapter, we first define
the opinion mining problem. From the definition, we will see the key
technical issues that need to be addressed. We then describe various key
mining tasks that have been studied in the research literature and their
representative techniques. After that, we discuss the issue of detecting
opinion spam or fake reviews. Finally, we also introduce the research
topic of assessing the utility or quality of online reviews.

1. The Problem of Opinion Mining

In this first section, we define the opinion mining problem, which
enables us to see a structure from the intimidating unstructured text and
to provide a unified framework for the current research. The abstraction
consists of two parts: opinion definition and opinion summarization [31].

1.1 Opinion Definition

We use the following review segment on iPhone to introduce the prob-
lem (an id number is associated with each sentence for easy reference):

“(1) I bought an iPhone a few days ago. (2) It was such a nice phone. (3) The touch

screen was really cool. (4) The voice quality was clear too. (5) However, my mother was

mad with me as I did not tell her before I bought it. (6) She also thought the phone was too

expensive, and wanted me to return it to the shop . . . ”

The question is: what we want to mine or extract from this review?
The first thing that we notice is that there are several opinions in this
review. Sentences (2), (3) and (4) express some positive opinions, while
sentences (5) and (6) express negative opinions or emotions. Then we
also notice that the opinions all have some targets. The target of the
opinion in sentence (2) is the iPhone as a whole, and the targets of the
opinions in sentences (3) and (4) are “touch screen” and “voice quality”
of the iPhone respectively. The target of the opinion in sentence (6) is the
price of the iPhone, but the target of the opinion/emotion in sentence (5)
is “me”, not iPhone. Finally, we may also notice the holders of opinions.
The holder of the opinions in sentences (2), (3) and (4) is the author
of the review (“I”), but in sentences (5) and (6) it is “my mother”.



A Survey of Opinion Mining and Sentiment Analysis 3

With this example in mind, we now formally define the opinion mining
problem. We start with the opinion target.

In general, opinions can be expressed about anything, e.g., a product,
a service, an individual, an organization, an event, or a topic, by any
person or organization. We use the entity to denote the target object
that has been evaluated. Formally, we have the following:

Definition 1.1 (Entity) An entity e is a product, service, person,
event, organization, or topic. It is associated with a pair, e : (T,W ),
where T is a hierarchy of components (or parts), sub-components, and
so on, and W is a set of attributes of e. Each component or sub-
component also has its own set of attributes.

An example of an entity is as follows:

Example 1.2 A particular brand of cellular phone is an entity, e.g.,
iPhone. It has a set of components, e.g., battery and screen, and also a
set of attributes, e.g., voice quality, size, and weight. The battery com-
ponent also has its own set of attributes, e.g., battery life, and battery
size.

Based on this definition, an entity is represented as a tree or hierarchy.
The root of the tree is the name of the entity. Each non-root node
is a component or sub-component of the entity. Each link is a part-of
relation. Each node is associated with a set of attributes. An opinion
can be expressed on any node and any attribute of the node.

In practice, it is often useful to simplify this definition due to two
reasons: First, natural language processing is a difficult task. To effec-
tively study the text at an arbitrary level of detail as described in the
definition is very hard. Second, for an ordinary user, it is too complex to
use a hierarchical representation. Thus, we simplify and flatten the tree
to two levels and use the term aspects to denote both components and
attributes. In the simplified tree, the root level node is still the entity
itself, while the second level nodes are the different aspects of the entity.

For product reviews and blogs, opinion holders are usually the authors
of the postings. Opinion holders are more important in news articles
as they often explicitly state the person or organization that holds an
opinion [5, 13, 49]. Opinion holders are also called opinion sources [107].

There are two main types of opinions: regular opinions and compara-
tive opinions. Regular opinions are often referred to simply as opinions
in the research literature. A comparative opinion expresses a relation of
similarities or differences between two or more entities, and/or a pref-
erence of the opinion holder based on some of the shared aspects of the
entities [36, 37]. A comparative opinion is usually expressed using the
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comparative or superlative form of an adjective or adverb, although not
always. The discussion below focuses only on regular opinions. Com-
parative opinions will be discussed in Sect. 6. For simplicity, the terms
regular opinion and opinion are used interchangeably below.

An opinion (or regular opinion) is simply a positive or negative sen-
timent, attitude, emotion or appraisal about an entity or an aspect of
the entity from an opinion holder. Positive, negative and neutral are
called opinion orientations (also called sentiment orientations, semantic
orientations, or polarities). We are now ready to define an opinion [58].

Definition 1.3 (Opinion) An opinion (or regular opinion) is a quin-
tuple, (ei, aij , ooijkl, hk, tl), where ei is the name of an entity, aij is an
aspect of ei, ooijkl is the orientation of the opinion about aspect aij of
entity ei, hk is the opinion holder, and tl is the time when the opinion is
expressed by hk. The opinion orientation ooijkl can be positive, negative
or neutral, or be expressed with different strength/intensity levels. When
an opinion is on the entity itself as a whole, we use the special aspect
GENERAL to denote it.

These five components are essential. Without any of them, it can be
problematic in general. For example, if one says “The picture quality
is great”, and we do not know whose picture quality, the opinion is of
little use. However, we do not mean that every piece of information is
needed in every application. For example, knowing each opinion holder
is not necessary if we want to summarize opinions from a large number
of people. Similarly, we do not claim that nothing else can be added to
the quintuple. For example, in some applications the user may want to
know the sex and age of each opinion holder.

An important contribution of this definition is that it provides a basis
for transforming unstructured text to structured data. The quintuple
gives us the essential information for a rich set of qualitative and quan-
titative analysis of opinions. Specifically, the quintuple can be regarded
as a schema for a database table. With a large set of opinion records
mined from text, database management systems tools can be applied to
slice and dice the opinions for all kinds of analyses.

Objective of opinion mining: Given a collection of opinionated
documents D, discover all opinion quintuples (ei, aij , ooijkl, hk, tl) in D.

To achieve this objective, one needs to perform the following tasks:

Task 1 (entity extraction and grouping): Extract all entity expres-
sions in D, and group synonymous entity expressions into entity
clusters. Each entity expression cluster indicates a unique entity
ei.
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Task 2 (aspect extraction and grouping): Extract all aspect ex-
pressions of the entities, and group aspect expressions into clusters.
Each aspect expression cluster of entity ei indicates a unique aspect
aij .

Task 3 (opinion holder and time extraction): Extract these pieces
of information from the text or unstructured data.

Task 4 (aspect sentiment classification): Determine whether each
opinion on an aspect is positive, negative or neutral.

Task 5 (opinion quintuple generation): Produce all opinion quin-
tuples (ei, aij , ooijkl, hk, tl) expressed in D based on the results of
the above tasks.

We use an example blog to illustrate these tasks (a sentence id is
associated with each sentence):

Example 1.4 (Blog Posting) Posted by: bigXyz on Nov-4-2010:
(1) I bought a Motorola phone and my girlfriend bought a Nokia phone
yesterday. (2) We called each other when we got home. (3) The voice of
my Moto phone was unclear, but the camera was good. (4) My girlfriend
was quite happy with her phone, and its sound quality. (5) I want a
phone with good voice quality. (6) So I probably will not keep it.

Task 1 should extract the entity expressions, “Motorola”, “Nokia”
and “Moto”, and group “Motorola” and “Moto” together as they repre-
sent the same entity. Task 2 should extract aspect expressions “camera”,
“voice”, and “sound”, and group “voice” and “sound” together as they
are synonyms representing the same aspect. Task 3 should find the
holder of the opinions in sentence (3) to be bigXyz (the blog author),
and the holder of the opinions in sentence (4) to be bigXyz’s girlfriend.
It should also find the time when the blog was posted, which is Nov-
4-2010. Task 4 should find that sentence (3) gives a negative opinion
to the voice quality of the Motorola phone, but a positive opinion to
its camera. Sentence (4) gives positive opinions to the Nokia phone as
a whole and also its sound quality. Sentence (5) seemingly expresses
a positive opinion, but it does not. To generate opinion quintuples for
sentence (4), we also need to know what “her phone” is and what “its”
refers to. All these are challenging problems. Task 5 should finally gen-
erate the following four opinion quintuples:

(Motorola, voice quality, negative, bigXyz, Nov-4-2010)
(Motorola, camera, positive, bigXyz, Nov-4-2010)
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(Nokia, GENERAL, positive, bigXyz’s girlfriend, Nov-4-2010)
(Nokia, voice quality, positive, bigXyz’s girlfriend, Nov-4-2010)

Before going further, let us discuss two other important concepts related
to opinion mining and sentiment analysis, i.e., subjectivity and emotion.

Definition 1.5 (Sentence Subjectivity) An objective sentence presents
some factual information about the world, while a subjective sentence ex-
presses some personal feelings, views or beliefs.

For instance, in the above example, sentences (1) and (2) are objective
sentences, while all other sentences are subjective sentences. Subjective
expressions come in many forms, e.g., opinions, allegations, desires, be-
liefs, suspicions, and speculations [87, 103]. Thus, a subjective sentence
may not contain an opinion. For example, sentence (5) in Example 4 is
subjective but it does not express a positive or negative opinion about
anything. Similarly, not every objective sentence contains no opinion.
For example, “the earphone broke in two days”, is an objective sen-
tence but it implies a negative opinion. There is some confusion among
researchers to equate subjectivity with opinion. As we can see, the con-
cepts of subjective sentences and opinion sentences are not the same, al-
though they have a large intersection. The task of determining whether
a sentence is subjective or objective is called subjectivity classification
[105], which we will discuss in Sect. 3.

Definition 1.6 (Emotion) Emotions are our subjective feelings and
thoughts.

According to [80], people have 6 primary emotions, i.e., love, joy, sur-
prise, anger, sadness, and fear, which can be sub-divided into many
secondary and tertiary emotions. Each emotion can also have different
intensities. The strengths of opinions are related to the intensities of
certain emotions, e.g., joy, anger, and fear, as these sentences show: (1)
“I am very angry with this shop,” (2) “I am so happy with my iPhone,”
and (3) “with the current economic condition, I fear that I will lose my
job.” However, the concepts of emotions and opinions are not equiva-
lent. Many opinion sentences express no emotion (e.g., “the voice of
this phone is clear”), which are called rational evaluation sentences, and
many emotion sentences give no opinion, e.g., “I am so surprised to see
you.”

1.2 Aspect-Based Opinion Summary

Most opinion mining applications need to study opinions from a large
number of opinion holders. One opinion from a single person is usually
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not sufficient for action. This indicates that some form of summary of
opinions is desirable. Opinion quintuples defined above provide an ex-
cellent source of information for generating both qualitative and quan-
titative summaries. A common form of summary is based on aspects,
and is called aspect-based opinion summary (or feature-based opinion
summary) [31, 60]. Below, we use an example to illustrate this form of
summary, which is widely used in industry.

Example 1.7 Assume we summarize all the reviews of a particular cel-
lular phone, cellular phone 1. The summary looks like that in Fig. 1.1,
which was proposed in [31] and is called a structured summary. In the
figure, GENERAL represents the phone itself (the entity). 125 reviews
expressed positive opinions about the phone and 7 expressed negative
opinions. Voice quality and size are two product aspects. 120 reviews
expressed positive opinions about the voice quality, and only 8 reviews
expressed negative opinions. The <individual review sentences> link
points to the specific sentences and/or the whole reviews that give the
positive or negative opinions. With such a summary, the user can easily
see how existing customers feel about the phone. If he/she is interested
in a particular aspect, he/she can drill down by following the <individual
review sentences> link to see why existing customers like it and/or dis-
like it.

Cellular phone 1:
Aspect: GENERAL

Positive: 125 <individual review sentences>
Negative: 7 <individual review sentences>

Aspect: Voice quality
Positive: 120 <individual review sentences>
Negative: 8 <individual review sentences>
...

Figure 1.1. An aspect-based opinion summary

The aspect-based summary in Fig. 1.1 can be visualized using a bar
chart and opinions on multiple products can also be compared in a vi-
sualization (see [60]).

Researchers have also studied opinion summarization in the tradition
fashion, e.g., producing a short text summary [4, 11, 51, 89, 91]. Such a
summary gives the reader a quick overview of what people think about
a product or service. A weakness of such a text-based summary is that
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it is not quantitative but only qualitative, which is usually not suitable
for analytical purposes. For example, a traditional text summary may
say “Most people do not like this product”. However, a quantitative sum-
mary may say that 60% of the people do not like this product and 40%
of them like it. In most opinion mining applications, the quantitative
side is crucial just like in the traditional survey research. In survey re-
search, aspect-based summaries displayed as bar charts or pie charts are
commonly used because they give the user a concise, quantitative and
visual view. Recently, researchers also tried to produce text summaries
similar to that in Fig. 1.1 but in a more readable form [73, 81, 96].

2. Document Sentiment Classification

We are now ready to discuss some main research topics of opinion
mining. This section focuses on sentiment classification, which has been
studied extensively in the literature (see a survey in [76]). It classifies
an opinion document (e.g., a product review) as expressing a positive or
negative opinion or sentiment. The task is also commonly known as the
document-level sentiment classification because it considers the whole
document as the basic information unit.

Definition 1.8 (Document Level Sentiment) Given an opinion-
ated document d evaluating an entity e, determine the opinion orienta-
tion oo on e, i.e., determine oo on aspect GENERAL in the quintuple
(e,GENERAL, oo, h, t). e, h, and t are assumed known or irrelevant.

An important assumption about sentiment classification is as follows:
Assumption: Sentiment classification assumes that the opinion docu-
ment d (e.g., a product review) expresses opinions on a single entity e
and the opinions are from a single opinion holder h.

This assumption holds for customer reviews of products and services
because each such review usually focuses on a single product and is
written by a single reviewer. However, it may not hold for a forum and
blog posting because in such a posting the author may express opinions
on multiple products, and compare them using comparative sentences.

Most existing techniques for document-level sentiment classification
are based on supervised learning, although there are also some unsuper-
vised methods. We give an introduction to them below.

2.1 Classification based on Supervised Learning

Sentiment classification obviously can be formulated as a supervised
learning problem with three classes, positive, negative and neutral. Train-
ing and testing data used in the existing research are mostly product re-
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views, which is not surprising due to the above assumption. Since each
review already has a reviewer-assigned rating (e.g., 1-5 stars), training
and testing data are readily available. For example, a review with 4
or 5 stars is considered a positive review, a review with 1 or 2 stars is
considered a negative review and a review with 3 stars is considered a
neutral review.

Any existing supervised learning methods can be applied to sentiment
classification, e.g., naive Bayesian classification, and support vector ma-
chines (SVM). Pang et al. [78] took this approach to classify movie
reviews into two classes, positive and negative. It was shown that us-
ing unigrams (a bag of individual words) as features in classification
performed well with either naive Bayesian or SVM.

Subsequent research used many more features and techniques in learn-
ing [76]. As most machine learning applications, the main task of sen-
timent classification is to engineer an effective set of features. Some of
the current features are listed below.

Terms and their frequency: These features are individual words
or word n-grams and their frequency counts. In some cases, word
positions may also be considered. The TF-IDF weighting scheme
from information retrieval may be applied too. These features have
been shown quite effective in sentiment classification.

Part of speech: It was found in many researches that adjectives
are important indicators of opinions. Thus, adjectives have been
treated as special features.

Opinion words and phrases: Opinion words are words that are
commonly used to express positive or negative sentiments. For ex-
ample, beautiful, wonderful, good, and amazing are positive opin-
ion words, and bad, poor, and terrible are negative opinion words.
Although many opinion words are adjectives and adverbs, nouns
(e.g., rubbish, junk, and crap) and verbs (e.g., hate and like) can
also indicate opinions. Apart from individual words, there are also
opinion phrases and idioms, e.g., cost someone an arm and a leg.
Opinion words and phrases are instrumental to sentiment analysis
for obvious reasons.

Negations: Clearly negation words are important because their ap-
pearances often change the opinion orientation. For example, the
sentence “I don’t like this camera” is negative. However, negation
words must be handled with care because not all occurrences of
such words mean negation. For example, “not” in “not only but
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also” does not change the orientation direction (see opinion shifters
in Sect. 5.1).

Syntactic dependency: Word dependency based features gener-
ated from parsing or dependency trees are also tried by several
researchers.

Instead of using a standard machine learning method, researchers have
also proposed several custom techniques specifically for sentiment clas-
sification, e.g., the score function in [15] based on words in positive and
negative reviews. In [74], feature weighting schemes are used to enhance
classification accuracy.

Manually labeling training data can be time-consuming and label-
intensive. To reduce the labeling effort, opinion words can be utilized
in the training procedure. In [95], Tan et al. used opinion words to
label a portion of informative examples and then learn a new super-
vised classifier based on labeled ones. A similar approach is also used in
[86]. In addition, opinion words can be utilized to increase the sentiment
classification accuracy. In [68], Melville et al. proposed a framework to
incorporate lexical knowledge in supervised learning to enhance accu-
racy.

Apart from classification of positive or negative sentiments, research
has also been done on predicting the rating scores (e.g., 1-5 stars) of
reviews [77]. In this case, the problem is formulated as regression since
the rating scores are ordinal. Another interesting research direction
is transfer learning or domain adaptation as it has been shown that
sentiment classification is highly sensitive to the domain from which
the training data is extracted. A classifier trained using opinionated
documents from one domain often performs poorly when it is applied or
tested on opinionated documents from another domain. The reason is
that words and even language constructs used in different domains for
expressing opinions can be quite different. To make matters worse, the
same word in one domain may mean positive, but in another domain may
mean negative. Thus, domain adaptation is needed. Existing research
has used labeled data from one domain and unlabeled data from the
target domain and general opinion words as features for adaptation [2,
7, 75, 112].

2.2 Classification based on Unsupervised
Learning

It is not hard to imagine that opinion words and phrases are the dom-
inating indicators for sentiment classification. Thus, using unsupervised
learning based on such words and phrases would be quite natural. For
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example, the method in [93] uses known opinion words for classification,
while [100] defines some phrases which are likely to be opinionated. Be-
low, we give a description of the algorithm in [100], which consists of
three steps:
Step 1: It extracts phrases containing adjectives or adverbs as adjec-
tives and adverbs are good indicators of opinions. However, although an
isolated adjective may indicate opinion, there may be insufficient con-
text to determine its opinion orientation (called semantic orientation in
[100]). For example, the adjective “unpredictable” may have a negative
orientation in an automotive review, in such a phrase as “unpredictable
steering”, but it could have a positive orientation in a movie review, in
a phrase such as “unpredictable plot”. Therefore, the algorithm extracts
two consecutive words, where one member of the pair is an adjective or
adverb, and the other is a context word.

Two consecutive words are extracted if their POS tags conform to any
of the patterns in Table 1.1. For example, the pattern in line 2 means
that two consecutive words are extracted if the first word is an adverb
and the second word is an adjective, but the third word cannot be a
noun. NNP and NNPS are avoided so that the names of entities in the
review cannot influence the classification.

Example 1.9 In the sentence “This camera produces beautiful pictures”,
”beautiful pictures” will be extracted as it satisfies the first pattern.

Step 2: It estimates the semantic orientation of the extracted phrases
using the pointwise mutual information (PMI) measure given in Equa-
tion 1.1:

PMI(term1, term2) = log2

(
Pr(term1 ∧ term2)

Pr(term1) · Pr(term2)

)
(1.1)

Here, Pr(term1 ∧ term2) is the co-occurrence probability of term1 and
term2, and Pr(term1) · Pr(term2) gives the probability that the two
terms co-occur if they are statistically independent. The ratio between
Pr(term1 ∧ term2) and Pr(term1) ·Pr(term2) is thus a measure of the
degree of statistical dependence between them. The log of this ratio is
the amount of information that we acquire about the presence of one of
the words when we observe the other. The semantic/opinion orientation
(SO) of a phrase is computed based on its association with the positive
reference word “excellent” and its association with the negative reference
word “poor”:
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SO(phrase) = PMI(phrase, “excellent′′)− PMI(phrase, “poor′′)
(1.2)

First Word Second Word Third Word
(Not Extracted)

1 JJ NN or NNS anything

2 RB, RBR, or RBS JJ not NN nor NNS

3 JJ JJ not NN nor NNS

4 NN or NNS JJ not NN nor NNS

5 RB, RBR, or RBS VB, VBD, VBN, or VBG anything

Table 1.1. Patterns of tags for extracting two-word phrases

The probabilities are calculated by issuing queries to a search engine
and collecting the number of hits. For each search query, a search engine
usually gives the number of relevant documents to the query, which is
the number of hits. Thus, by searching the two terms together and sepa-
rately, we can estimate the probabilities in Equation 1.1. The author of
[100] used the AltaVista search engine because it has a NEAR operator,
which constrains the search to documents that contain the words within
ten words of one another in either order. Let hits(query) be the number
of hits returned. Equation 1.2 can be rewritten as follows:

SO(phrase) = log2

(
hits(phrase NEAR “excellent”)hits(“poor”)

hits(phrase NEAR “poor”)hits(“excellent′′)

)
(1.3)

To avoid division by 0, 0.01 is added to the hits.
Step 3: Given a review, the algorithm computes the average SO of all
phrases in the review, and classifies the review as recommended if the
average SO is positive, not recommended otherwise.

Final classification accuracies on reviews from various domains range
from 84% for automobile reviews to 66% for movie reviews.

To summarize, we can see that the main advantage of document level
sentiment classification is that it provides a prevailing opinion on an
entity, topic or event. The main shortcomings are that it does not give
details on what people liked and/or disliked and it is not easily appli-
cable to non-reviews, e.g., forum and blog postings, because many such
postings evaluate multiple entities and compare them.
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3. Sentence Subjectivity and Sentiment
Classification

Naturally the same document-level sentiment classification techniques
can also be applied to individual sentences. The task of classifying a sen-
tence as subjective or objective is often called subjectivity classification
in the existing literature [30, 87, 88, 106, 109, 110, 113]. The resulting
subjective sentences are also classified as expressing positive or negative
opinions, which is called sentence-level sentiment classification.

Definition 1.10 Given a sentence s, two sub-tasks are performed:

1 Subjectivity classification: Determine whether s is a subjective sen-
tence or an objective sentence,

2 Sentence-level sentiment classification: If s is subjective, determine
whether it expresses a positive, negative or neutral opinion.

Notice that the quintuple (e, a, oo, h, t) is not used in defining the prob-
lem here because sentence-level classification is often an intermediate
step. In most applications, one needs to know what entities or aspects
of the entities are the targets of opinions. Knowing that some sentences
have positive or negative opinions but not about what, is of limited use.
However, the two sub-tasks are still useful because (1) it filters out those
sentences which contain no opinions, and (2) after we know what enti-
ties and aspects of the entities are talked about in a sentence, this step
can help us determine whether the opinions about the entities and their
aspects are positive or negative.

Most existing researches study both problems, although some of them
focus only on one. Both problems are classification problems. Thus, tra-
ditional supervised learning methods are again applicable. For example,
one of the early works reported in [104] performed subjectivity classi-
fication using the naive Bayesian classifier. Subsequent researches also
used other learning algorithms.

Much of the research on sentence-level sentiment classification makes
the following assumption:
Assumption: The sentence expresses a single opinion from a single
opinion holder.
This assumption is only appropriate for simple sentences with a single
opinion, e.g., “The picture quality of this camera is amazing.” However,
for compound and complex sentences, a single sentence may express
more than one opinion. For example, the sentence, “The picture quality
of this camera is amazing and so is the battery life, but the viewfinder is
too small for such a great camera”, expresses both positive and negative
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opinions (it has mixed opinions). For “picture quality” and “battery life”,
the sentence is positive, but for “viewfinder”, it is negative. It is also
positive for the camera as a whole (i.e., the GENERAL aspect).

Many papers have been published on subjectivity classification and
sentence-level sentiment classification. In [113], for subjectivity classi-
fication, it applied supervised learning. For sentiment classification of
each subjective sentence, it used a similar method to that in Sect. 2.2 but
with many more seed words, and the score function was log-likelihood
ratio. The same problem was also studied in [30] considering gradable
adjectives, and in [23] using semi-supervised learning. In [48-50], re-
searchers also built models to identify some specific types of opinions.

As we mentioned earlier, sentence-level classification is not suitable for
compound and complex sentences. It was pointed out in [109] that not
only a single sentence may contain multiple opinions, but also both sub-
jective and factual clauses. It is useful to pinpoint such clauses. It is also
important to identify the strength of opinions. A study of automatic sen-
timent classification was presented to classify clauses of every sentence
by the strength of the opinions being expressed in individual clauses,
down to four levels deep (neutral, low, medium, and high). The strength
of neutral indicates the absence of opinion or subjectivity. Strength clas-
sification thus subsumes the task of classifying a sentence as subjective
versus objective. In [108], the problem was studied further using super-
vised learning by considering contextual sentiment influencers such as
negation (e.g., not and never) and contrary (e.g., but and however). A
list of influencers can be found in [82]. However, in many cases, identify-
ing only clauses are insufficient because the opinions can be embedded in
phrases, e.g., “Apple is doing very well in this terrible economy.” In this
sentence, the opinion on “Apple” is clearly positive but on “economy” it
is negative.

Besides analyzing opinion sentences in reviews, research has been done
in threaded discussions, which includes forum discussions, emails, and
newsgroups. In threaded discussions, people not only express their opin-
ions on a topic but also interact with each other. However, the discus-
sions could be highly emotional and heated with many emotional state-
ments between participants. In [115], Zhai et al. proposed a method to
identify those evaluative sentences from forum discussions, which only
express people’s opinions on entities or topics and their different aspects.
In [28], Hassan et al. proposed an approach to find sentences with atti-
tudes of participants toward one another. That is, it predicts whether a
sentence contains an attitude toward a text recipient or not.

Finally, we should bear in mind that not all subjective sentences have
opinions and those that do form only a subset of opinionated sentences.
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Many objective sentences can imply opinions too. Thus, to mine opin-
ions from text one needs to mine them from both subjective and objec-
tive sentences.

4. Opinion Lexicon Expansion

In the preceding sections, we mentioned that opinion words are em-
ployed in many sentiment classification tasks. We now discuss how such
words are generated. In the research literature, opinion words are also
known as opinion-bearing words or sentiment words. Positive opinion
words are used to express some desired states while negative opinion
words are used to express some undesired states. Examples of positive
opinion words are: beautiful, wonderful, good, and amazing. Examples of
negative opinion words are bad, poor, and terrible. Apart from individual
words, there are also opinion phrases and idioms, e.g., cost someone an
arm and a leg. Collectively, they are called the opinion lexicon. They
are instrumental for opinion mining for obvious reasons.

To compile or collect the opinion word list, three main approaches
have been investigated: manual approach, dictionary-based approach,
and corpus-based approach. The manual approach is very time-consuming
and thus it is not usually used alone, but combined with automated ap-
proaches as the final check because automated methods make mistakes.
Below, we discuss the two automated approaches.

4.1 Dictionary based approach

One of the simple techniques in this approach is based on bootstrap-
ping using a small set of seed opinion words and an online dictionary,
e.g., WordNet [69] or thesaurus[71]. The strategy is to first collect a
small set of opinion words manually with known orientations, and then
to grow this set by searching in the WordNet or thesaurus for their
synonyms and antonyms. The newly found words are added to the seed
list. The next iteration starts. The iterative process stops when no more
new words are found. This approach is used in [31, 49]. After the pro-
cess completes, manual inspection can be carried out to remove and/or
correct errors. Researchers have also used additional information (e.g.,
glosses) in WordNet and additional techniques (e.g., machine learning)
to generate better lists [1, 19, 20, 45]. Several opinion word lists have
been produced [17, 21, 31, 90, 104].

The dictionary based approach and the opinion words collected from it
have a major shortcoming. The approach is unable to find opinion words
with domain and context specific orientations, which is quite common.
For example, for a speaker phone, if it is quiet, it is usually negative.
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However, for a car, if it is quiet, it is positive. The corpus-based approach
can help deal with this problem.

4.2 Corpus-based approach and sentiment
consistency

The methods in the corpus-based approach rely on syntactic or co-
occurrence patterns and also a seed list of opinion words to find other
opinion words in a large corpus. One of the key ideas is the one pro-
posed by Hazivassiloglou and McKeown [29]. The technique starts with
a list of seed opinion adjectives, and uses them and a set of linguistic
constraints or conventions on connectives to identify additional adjec-
tive opinion words and their orientations. One of the constraints is
about the conjunction AND, which says that conjoined adjectives usu-
ally have the same orientation. For example, in the sentence, “This car
is beautiful and spacious,” if “beautiful” is known to be positive, it can
be inferred that “spacious” is also positive. This is so because people
usually express the same opinion on both sides of a conjunction. The
following sentence is rather unnatural, ”This car is beautiful and difficult
to drive”. If it is changed to ”This car is beautiful but difficult to drive”,
it becomes acceptable. Rules or constraints are also designed for other
connectives, OR, BUT, EITHER-OR, and NEITHER-NOR. This idea
is called sentiment consistency. Of course, in practice it is not always
consistent. Learning is applied to a large corpus to determine if two
conjoined adjectives are of the same or different orientations. Same and
different-orientation links between adjectives form a graph. Finally, clus-
tering is performed on the graph to produce two sets of words: positive
and negative. In [46], Kanayama and Nasukawa expanded this approach
by introducing the idea of intra-sentential (within a sentence) and inter-
sentential (between neighboring sentences) sentiment consistency (called
coherency in [46]). The intra-sentential consistency is similar to that in
[29]. Inter-sentential consistency applies the idea to neighboring sen-
tences. That is, the same opinion orientation (positive or negative) is
usually expressed in a few consecutive sentences. Opinion changes are
indicated by adversative expressions such as but and however. Some
criteria to determine whether to add a word to the positive or negative
lexicon are also proposed. This study was based on Japanese text. In
Sect. 5.4, a related but also quite different method will be described.
Other related work includes [43, 44].

In [17], Ding et al. explored the idea of intra-sentential and inter-
sentential sentiment consistency further. Instead of finding domain de-
pendent opinion words, they showed that the same word could indicate
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different orientations in different contexts even in the same domain. This
fact was also clearly depicted by the basic rules of opinions in Sect. 5.2.
For example, in the digital camera domain, the word “long” expresses
opposite opinions in the two sentences: “The battery life is long” (pos-
itive) and “The time taken to focus is long” (negative). Thus, finding
domain dependent opinion words is insufficient. They then proposed
to consider both possible opinion words and aspects together, and use
the pair (aspect, opinion word) as the opinion context, e.g., the pair
(“battery life”, “long”). Their method thus determines opinion words
and their orientations together with the aspects that they modify. The
above rules about connectives are still applied. The work in [24] adopted
the same context definition but used it for analyzing comparative sen-
tences. In [63], Lu et al. proposed an optimization framework to learn
aspect-dependent sentiments in opinion context based on integer linear
programming [14]. In fact, the method in [94, 100] can also be consid-
ered as a method for finding context specific opinions, but it does not
use the sentiment consistency idea. Its opinion context is based on syn-
tactic POS patterns rather than aspects and opinion words that modify
them. All these context definitions, however, are still insufficient as the
basic rules of opinions discussed in Sect. 5.2 show, i.e., many contexts
can be more complex, e.g., consuming a large amount of resources. In
[9], the problem of extracting opinion expressions with any number of
words was studied. The Conditional Random Fields (CRF) method [52]
was used as a sequence learning technique for extraction. In [84, 85],
a double-propagation method was proposed to extraction both opinion
words and aspects together. We describe it in Sect. 5.4.

Using the corpus-based approach alone to identify all opinion words,
however, is not as effective as the dictionary-based approach because it
is hard to prepare a huge corpus to cover all English words. However,
as we mentioned above, this approach has a major advantage that the
dictionary-based approach does not have. It can help find domain and
context specific opinion words and their orientations using a domain
corpus. Finally, we should realize that populating an opinion lexicon
(domain dependent or not) is different from determining whether a word
or phrase is actually expressing an opinion and what its orientation is
in a particular sentence. Just because a word or phrase is listed in an
opinion lexicon does not mean that it actually is expressing an opinion in
a sentence. For example, in the sentence, “I am looking for a good health
insurance”, “good” does not express either a positive or negative opinion
on any particular insurance. The same is true for opinion orientation.
We should also remember that opinion words and phrases are not the
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only expressions that bear opinions. There are many others as we will
see in Sect. 5.2.

5. Aspect-Based Sentiment Analysis

Although classifying opinionated texts at the document level or at
the sentence level is useful in many cases, it does not provide the neces-
sary detail needed for many other applications. A positive opinionated
document about a particular entity does not mean that the author has
positive opinions on all aspects of the entity. Likewise, a negative opin-
ionated document does not mean that the author dislikes everything.
In a typical opinionated document, the author writes both positive and
negative aspects of the entity, although the general sentiment on the
entity may be positive or negative. Document and sentence sentiment
classification does not provide such information. To obtain these details,
we need to go to the aspect level. That is, we need the full model of Sect.
1.1, i.e., aspect-based opinion mining. Instead of treating opinion mining
simply as a classification of sentiments, aspect-based sentiment analysis
introduces a suite of problems which require deeper natural language
processing capabilities, and also produce a richer set of results.

Recall that, at the aspect level, the mining objective is to discover
every quintuple (ei, aij , ooijkl, hk, tl) in a given document d. To achieve
the objective, five tasks need to be performed. This section mainly
focuses on the following two core tasks and they have also been studied
more extensively by researchers (in Sect. 7, we will briefly discuss some
other tasks):

1 Aspect extraction: Extract aspects that have been evaluated.
For example, in the sentence, “The picture quality of this camera is
amazing,” the aspect is “picture quality” of the entity represented
by “this camera”. Note that “this camera” does not indicate the
GENERAL aspect because the evaluation is not about the camera
as a whole, but about its picture quality. However, the sentence
“I love this camera” evaluates the camera as a whole, i.e., the
GENERAL aspect of the entity represented by “this camera”. Bear
in mind whenever we talk about an aspect, we must know which
entity it belongs to. In our discussion below, we often omit the
entity just for simplicity of presentation.

2 Aspect sentiment classification: Determine whether the opin-
ions on different aspects are positive, negative or neutral. In the
first example above, the opinion on the “picture quality” aspect is
positive, and in the second example, the opinion on the GENERAL
aspect is also positive.
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5.1 Aspect Sentiment Classification

We study the second task first, determining the orientation of opinions
expressed on each aspect in a sentence. Clearly, the sentence-level and
clause-level sentiment classification methods discussed in Sect. 3 are
useful here. That is, they can be applied to each sentence or clause which
contains some aspects. The aspects in it will take the opinion orientation
of the sentence or clause. However, these methods have difficulty dealing
with mixed opinions in a sentence and opinions that need phrase level
analysis, e.g., “Apple is doing very well in this terrible economy.” Clause-
level analysis also needs techniques to identify clauses which itself is
a challenging task, especially with informal text of blogs and forum
discussions, which is full of grammatical errors. Here, we describe a
lexicon-based approach to solving the problem [17, 31], which tries to
avoid these problems and has been shown to perform quite well. The
extension of this method to handling comparative sentences is discussed
in Sect. 6. In the discussion below, we assume that entities and their
aspects are known. Their extraction will be discussed in Sect. 5.3, 5.4,
and 7.

The lexicon-based approach basically uses an opinion lexicon, i.e., a
list of opinion words and phrases, and a set of rules to determine the
orientations of opinions in a sentence [17, 31]. It also considers opinion
shifters and but-clauses. The approach works as follows:

1 Mark opinion words and phrases: Given a sentence that con-
tains one or more aspects, this step marks all opinion words and
phrases in the sentence. Each positive word is assigned the opinion
score of +1, each negative word is assigned the opinion score of -1.

2 Handle opinion shifters: Opinion shifters (also called valence
shifters [82]) are words and phrases that can shift or change opin-
ion orientations. Negation words like not, never, none, nobody,
nowhere, neither and cannot are the most common type. Addi-
tionally, sarcasm changes orientation too, e.g., “What a great car,
it failed to start the first day.” Although it is easy to recognize such
shifters manually, spotting them and handling them correctly in
actual sentences by an automated system is by no means easy.
Furthermore, not every appearance of an opinion shifter changes
the opinion orientation, e.g., “not only . . . but also”. Such cases
need to be dealt with carefully.

3 Handle but-clauses: In English, but means contrary. A sen-
tence containing but is handled by applying the following rule: the
opinion orientation before but and after but are opposite to each
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other if the opinion on one side cannot be determined. As in the
case of negation, not every but means contrary, e.g., “not only but
also”. Such non-but phrases containing “but” also need to be con-
sidered separately. Finally, we should note that contrary words
and phrases do not always indicate an opinion change, e.g., “Car-x
is great, but Car-y is better”. Such cases need to be identified and
dealt with separately.

4 Aggregating opinions: This step applies an opinion aggregation
function to the resulting opinion scores to determine the final ori-
entation of the opinion on each aspect in the sentence. Let the
sentence be s, which contains a set of aspects {a1 . . . am} and a set
of opinion words or phrases {ow1 . . . own} with their opinion scores
obtained from steps 1, 2 and 3. The opinion orientation for each
aspect ai in s is determined by the following opinion aggregation
function:

score(ai, s) =
∑

owj∈s

owj · oo
dist(owj , ai)

(1.4)

where owj is an opinion word/phrase in s, dist(owj , ai) is the dis-
tance between aspect ai and opinion word owj in s. owj .oo is the
opinion score of owi. The multiplicative inverse is used to give
lower weights to opinion words that are far away from aspect ai.
If the final score is positive, then the opinion on aspect ai in s
is positive. If the final score is negative, then the opinion on the
aspect is negative. It is neutral otherwise.

This simple algorithm can perform quite well in many cases, but it is
not sufficient in others. One main shortcoming is that opinion words
and phrases do not cover all types of expressions that convey or imply
opinions. There are in fact many other possible opinion bearing expres-
sions. Most of them are also harder to deal with. Below, we list some of
them, which we call the basic rules of opinions [58, 59].

5.2 Basic Rules of Opinions

An opinion rule expresses a concept that implies a positive or negative
opinion [58, 59]. In actual sentences, the concept can be expressed in
many different ways in natural language. We present these rules using
a formalism that is similar to the BNF form. The top level rules are as
follows:

1. POSITIVE ::= P
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2. — PO
3. — orientation shifter N
4. — orientation shifter NE
5. NEGATIVE ::= N
6. — NE
7. — orientation shifter P
8. — orientation shifter PO

The non-terminals P and PO represent two types of positive opinion ex-
pressions. The non-terminal N and NE represent two types of negative
opinion expressions. ‘opinion shifter N’ and ‘opinion shifter NE’ repre-
sent the negation of N and NE respectively, and ‘opinion shifter P’ and
‘opinion shifter PO’ represent the negation of P and PO respectively.
We can see that these are not expressed in the actual BNF form but a
pseudo-language stating some concepts. The reason is that we are un-
able to specify them precisely because for example, in an actual sentence,
the opinion shifter may be in any form and can appear before or after
N, NE, P, or PO. POSITIVE and NEGATIVE are the final orientations
used to determine the opinions on the aspects in a sentence.

We now define N, NE, P and PO, which contain no opinion shifters.
These opinion expressions are grouped into 6 conceptual categories based
on their characteristics:

1 Opinion word or phrase: This is the most commonly used cate-
gory, in which opinion words or phrases alone can imply positive
or negative opinions on aspects, e.g., “great” in “The picture qual-
ity is great”. These words or phrases are reduced to P and N.

9. P ::= a positive opinion word or phrase
10. N ::= an negative opinion word or phrase

Again, the details of the right-hand-sides are not specified (which
also apply to all the subsequent rules). It is assumed that a set of
positive and negative opinion words/phrases exist for an applica-
tion.

2 Desirable or undesirable fact: In this case, it is a factual statement,
and the description uses no opinion words, but in the context of
the entity, the description implies a positive or negative opinion.
For example, the sentence “After my wife and I slept on it for two
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weeks, I noticed a mountain in the middle of the mattress” indi-
cates a negative opinion about the mattress. However, the word
”mountain” itself does not carry any opinion. Thus, we have the
following two rules:

11. P ::= desirable fact
12. N ::= undesirable fact

3 High, low, increased and decreased quantity of a positive or neg-
ative potential item: For some aspects, a small value/quantity
of them is negative, and a large value/quantity of them is posi-
tive, e.g., “The battery life is short” and “The battery life is long.”
We call such aspects positive potential items (PPI). Here “battery
life” is a positive potential item. For some other aspects, a small
value/quantity of them is positive, and a large value/quantity of
them is negative, e.g., “This phone costs a lot” and “Sony reduced
the price of the camera.” We call such aspects negative potential
items (NPI). “cost” and “price” are negative potential items. Both
positive and negative potential items themselves express no opin-
ions, i.e., “battery life” and “cost”, but when they are modified by
quantity adjectives or quantity change words or phrases, positive
or negative opinions are implied.

13. PO ::= no, low, less or decreased quantity of NPI
14. — large, larger, or increased quantity of PPI
15. NE ::= no, low, less, or decreased quantity of PPI
16. — large, larger, or increased quantity of NPI
17. NPI ::= a negative potential item
18. PPI ::= a positive potential item

4 Decreased and increased quantity of an opinionated item (N and
P): This set of rules is similar to the negation rules 3, 4, 7, and
8 above. Decreasing or increasing the quantity associated with an
opinionated item (often nouns and noun phrases) can change the
orientation of the opinion. For example, in the sentence “This drug
reduced my pain significantly”, “pain” is a negative opinion word,
and the reduction of “pain” indicates a desirable effect of the drug.
Hence, decreased pain implies a positive opinion on the drug. The
concept of decreasing also extends to removal and disappearance,
e.g., “My pain has disappeared after taking the drug.”



A Survey of Opinion Mining and Sentiment Analysis 23

19. PO ::= less or decreased N
20. — more or increased P
21. NE ::= less or decreased P
22. — more or increased N

Rules 20 and 22 may not be needed as there is no change of opinion
orientation, but they can change the opinion intensity. The key
difference between this set of rules and the rules in the previous
category is that no opinion words or phrases are involved in the
previous category.

5 Deviation from the norm or some desired value range: In some
application domains, the value of an aspect may have a desired
range or norm. If it is above or below the normal range, it is
negative, e.g., “This drug causes low (or high) blood pressure” and
“This drug causes my blood pressure to reach 200.” Notice that no
opinion word appeared in these sentences.

23. PO ::= within the desired value range
24. NE ::= above or below the desired value range

6 Producing and consuming resources and wastes: If an entity pro-
duces a lot of resources, it is positive. If it consumes a lot of
resources, it is negative. For example, water is a resource. The
sentence, “This washer uses a lot of water” gives a negative opin-
ion about the washer. Likewise, if an entity produces a lot of
wastes, it is negative. If it consumes a lot of wastes, it is positive.

25. PO ::= produce a large quantity of or more resource
26. — produce no, little or less waste
27. — consume no, little or less resource
28. — consume a large quantity of or more waste
29. NE ::= produce no, little or less resource
30. — produce some or more waste
31. — consume a large quantity of or more resource
32. — consume no, little or less waste

We should note that these rules are not the only rules that govern expres-
sions of positive and negative opinions. With further research, additional
new rules may be discovered.
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5.3 Aspect Extraction

Existing research on aspect extraction (more precisely, aspect expres-
sion extraction) is mainly carried out in online reviews. We thus focus
on reviews here. We describe some unsupervised methods for finding
aspect expressions that are nouns and noun phrases. The first method
is due to [31]. The method consists of two steps:

1 Find frequent nouns and noun phrases. Nouns and noun phrases
(or groups) are identified by a POS tagger. Their occurrence fre-
quencies are counted, and only the frequent ones are kept. A
frequency threshold can be decided experimentally. The reason
for using this approach is that when people comment on differ-
ent aspects of a product, the vocabulary that they use usually
converges. Thus, those nouns that are frequently talked about
are usually genuine and important aspects. Irrelevant contents in
reviews are often diverse, i.e., they are quite different in different
reviews. Hence, those infrequent nouns are likely to be non-aspects
or less important aspects.

2 Find infrequent aspects by exploiting the relationships between
aspects and opinion words. The above step can miss many genuine
aspect expressions which are infrequent. This step tries to find
some of them. The idea is as follows: The same opinion word can
be used to describe or modify different aspects. Opinion words
that modify frequent aspects can also modify infrequent aspects,
and thus can be used to extract infrequent aspects. For example,
“picture” has been found to be a frequent aspect, and we have the
sentence,
“The pictures are absolutely amazing.”
If we know that “amazing” is an opinion word, then “software”
can also be extracted as an aspect from the following sentence,
“The software is amazing.”
because the two sentences follow the same dependency pattern
and “software” in the sentence is also a noun. This idea of using
the modifying relationship of opinion words and aspects to extract
aspects was later generalized to using dependency relations [120],
which was further developed into the double-propagation method
for simultaneously extracting both opinion words and aspects [85].
The double-propagation method will be described in Sect. 5.4.

The precision of step 1 of the above algorithm was improved in [83].
Their algorithm tries to remove those noun phrases that may not be
product aspects/features. It evaluates each noun phrase by computing
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a pointwise mutual information (PMI) score between the phrase and
some meronymy discriminators associated with the product class, e.g.,
a scanner class. The meronymy discriminators for the scanner class are,
“of scanner”, “scanner has”, “scanner comes with”, etc., which are used
to find components or parts of scanners by searching the Web.

PMI(a, d) =
hits(a ∧ d)

hits(a) · hits(d)
(1.5)

where a is a candidate aspect identified in step 1 and d is a discriminator.
Web search is used to find the number of hits of individual terms and
also their co-occurrences. The idea of this approach is clear. If the PMI
value of a candidate aspect is too low, it may not be a component of the
product because a and d do not co-occur frequently.

Other related works on aspect extraction use existing knowledge, su-
pervised learning, semi-supervised learning, topic modeling and cluster-
ing. For example, many information extraction techniques can also be
applied, e.g., Conditional Random Fields (CRF) [33, 52], and Hidden
Markov Models (HMM) [22, 34, 35], and sequential rule mining [60].
Wu et al. [111] used dependency tree kernels. Su et al. [92] proposed
a clustering method with mutual reinforcement to identify implicit as-
pects.

Topic modeling methods have also been attempted as an unsupervised
and knowledge-lean approach. Titov and McDonald [99] showed that
global topic models such as LDA (Latent Dirichlet allocation [6]) might
not be suitable for detecting rateable aspects. They proposed multi-grain
topic models to discover local rateable aspects. Here each discovered as-
pect is a unigram language model, i.e., a multinomial distribution over
words. Such a representation is thus not as easy to interpret as aspects
extracted by previous methods, but its advantage is that different words
expressing the same or related aspects (more precisely aspect expres-
sions) can usually be automatically grouped together under the same
aspect. However, Titov and McDonald [99] did not separate aspects and
opinion words in the discovery. Lin and He [57] proposed a joint topic-
sentiment model also by extending LDA, where aspect words and opinion
words were still not explicitly separated. To separate aspects and opin-
ion words using topic models, Mei et al. [67] proposed to use a positive
sentiment model and a negative sentiment model in additional to aspect
models. Brody and Elhadad [10] proposed to first identify aspects using
topic models and then identify aspect-specific opinion words by consid-
ering adjectives only. Zhao et al. [119] proposed a MaxEnt-LDA hybrid
model to jointly discover both aspect words and aspect-specific opinion
words, which can leverage syntactic features to help separate aspects
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and opinion words. Topic modeling based approaches were also used by
Liu et al. [62] and Lu et al. [65].

Another line of work is to associate aspects with opinion/sentiment
ratings. It aims to predict ratings based on learned aspects or jointly
model aspects and ratings. Titov and McDonald [98] proposed a sta-
tistical model that is able to discover aspects from text and to extract
textual evidence from reviews supporting each aspect rating. Lu et al.
[66] defined a problem of rated aspect summarization. They proposed to
use the structured probabilistic latent semantic analysis method to learn
aspects from a bag of phrases, and a local/global method to predict as-
pect ratings. Wang et al. [102] proposed to infer both aspect ratings and
aspect weights at the level of individual reviews based on learned latent
aspects. Jo and Oh [41] proposed an Aspect and Sentiment Unification
Model (ASUM) to model sentiments toward different aspects.

5.4 Simultaneous Opinion Lexicon Expansion
and Aspect Extraction

In [84, 85], a method was proposed to extract both opinion words and
aspects simultaneously by exploiting some syntactic relations of opinion
words and aspects. The method needs only an initial set of opinion word
seeds as the input and no seed aspects are required. It is based on the
observation that opinions almost always have targets. Hence there are
natural relations connecting opinion words and targets in a sentence due
to the fact that opinion words are used to modify targets. Furthermore,
it was found that opinion words have relations among themselves and
so do targets among themselves too. The opinion targets are usually
aspects. Thus, opinion words can be recognized by identified aspects,
and aspects can be identified by known opinion words. The extracted
opinion words and aspects are utilized to identify new opinion words and
new aspects, which are used again to extract more opinion words and
aspects. This propagation or bootstrapping process ends when no more
opinion words or aspects can be found. As the process involves prop-
agation through both opinion words and aspects, the method is called
double propagation. Extraction rules are designed based on different re-
lations between opinion words and aspects, and also opinion words and
aspects themselves. Specifically, four subtasks are performed:

1 extracting aspects using opinion words;

2 extracting aspects using the extracted aspects;

3 extracting opinion words using the extracted aspects;
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4 extracting opinion words using both the given and the extracted
opinion words.

Dependency grammar [97] was adopted to describe the relations. The
algorithm uses only a simple type of dependencies called direct depen-
dencies to model the relations. A direct dependency indicates that one
word depends on the other word without any additional words in their
dependency path or they both depend on a third word directly. Some
constraints are also imposed. Opinion words are considered to be adjec-
tives and aspects nouns or noun phrases.

For example, in an opinion sentence “Canon G3 produces great pic-
tures”, the adjective “great” is parsed as directly depending on the noun
“pictures” through relation mod. If we know “great” is an opinion word
and are given the rule ‘a noun on which an opinion word directly de-
pends through mod is taken as an aspect’, we can extract “pictures” as
an aspect. Similarly, if we know “pictures” is an aspect, we can extract
“great” as an opinion word using a similar rule.

6. Mining Comparative Opinions

Directly or indirectly expressing positive or negative opinions about
an entity and its aspects is only one form of evaluation. Comparing
the entity with some other similar entities is another. Comparisons are
related to but are also quite different from regular opinions. They not
only have different semantic meanings, but also different syntactic forms.
For example, a typical regular opinion sentence is “The picture quality of
this camera is great”, and a typical comparative sentence is “The picture
quality of Camera-x is better than that of Camera-y.” This section first
defines the problem, and then presents some existing methods to solve
it [15, 18, 24, 37].

In general, a comparative sentence expresses a relation based on simi-
larities or differences of more than one entity. The comparison is usually
conveyed using the comparative or superlative form of an adjective or
adverb. A comparative sentence typically states that one entity has
more or less of a certain attribute than another entity. A superlative
sentence typically states that one entity has the most or least of a cer-
tain attribute among a set of similar entities. In general, a comparison
can be between two or more entities, groups of entities, and one entity
and the rest of the entities. It can also be between an entity and its
previous versions.

Two types of comparatives: In English, comparatives are usually
formed by adding the suffix -er and superlatives are formed by adding
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the suffix -est to their base adjectives and adverbs. For example, in “The
battery life of Camera-x is longer than that of Camera-y”, “longer” is
the comparative form of the adjective “long”. In “The battery life of
this camera is the longest”, “longest” is the superlative form of the ad-
jective “long”. We call this type of comparatives and superlatives as
Type 1 comparatives and superlatives. Note that for simplicity, we often
use comparative to mean both comparative and superlative if superlative
is not explicitly stated.

Adjectives and adverbs with two syllables or more and not ending in
y do not form comparatives or superlatives by adding -er or -est. In-
stead, more, most, less and least are used before such words, e.g., more
beautiful. We call this type of comparatives and superlatives as Type 2
comparatives and superlatives. Both Type 1 and Type 2 are called reg-
ular comparatives and superlatives. In English, there are also irregular
comparatives and superlatives, i.e., more, most, less, least, better, best,
worse, worst, further/farther and furthest/farthest, which do not follow
the above rules. However, they behave similarly to Type 1 comparatives
and are thus grouped under Type 1.

Apart from these standard comparatives and superlatives, many other
words or phrases can also be used to express comparisons, e.g., prefer
and superior. For example, the sentence, “Camera-x’s quality is supe-
rior to Camera-y”, says that “Camera-x is better or preferred.” In [36],
Jindal and Liu identified a list of such words. Since these words behave
similarly to Type 1 comparatives, they are also grouped under Type 1.

Types of comparative relations: Comparative relations or compar-
isons can be grouped into four main types. The first three types are
called the gradable comparisons and the last one the non-gradable com-
parisons.

1 Non-equal gradable comparisons: Relations of the type greater or
less than that express an ordering of some entities with regard to
some of their shared aspects, e.g., “The Intel chip is faster than
that of AMD”. This type also includes user preferences, e.g., “I
prefer Intel to AMD”.

2 Equative comparisons: Relations of the type equal to that state
two or more entities are equal with regard to some of their shared
aspects, e.g., “The performance of Car-x is about the same as that
of Car-y.”

3 Superlative comparisons: Relations of the type greater or less than
all others that rank one entity over all others, e.g., “The Intel chip
is the fastest”.
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4 Non-gradable comparisons: Relations that compare aspects of two
or more entities, but do not grade them. There are three main
sub-types:

Entity A is similar to or different from entity B with regard
to some of their shared aspects, e.g., “Coke tastes differently
from Pepsi.”

Entity A has aspect a1, and entity B has aspect a2 (a1 and
a2 are usually substitutable), e.g., “Desktop PCs use external
speakers but laptops use internal speakers.”

Entity A has aspect a, but entity B does not have, e.g.,
“Phone-x has an earphone, but Phone-y does not have.”

Comparative words used in non-equal gradable comparisons can
be further categorized into two groups according to whether they
express increased or decreased quantities, which are useful in opin-
ion analysis.
• Increasing comparatives: Such a comparative expresses an in-
creased quantity, e.g., more and longer.
• Decreasing comparatives: Such a comparative expresses a de-
creased quantity, e.g., less and fewer.

Objective of mining comparative opinions: Given a collec-
tion of opinionated documents D, discover in D all comparative
opinion sextuples of the form (E1, E2, A, PE, h, t), where E1 and
E2 are the entity sets being compared based on their shared as-
pects A (entities in E1 appear before entities in E2 in the sentence),
PE(∈ {E1, E2}) is the preferred entity set of the opinion holder
h, and t is the time when the comparative opinion is expressed.

Example 1.11 Consider the comparative sentence “Canon’s optics is
better than those of Sony and Nikon.” written by John in 2010. The
extracted comparative opinion is:
({Canon}, {Sony, Nikon}, {optics}, preferred: {Canon}, John, 2010)
The entity set E1 is {Canon}, the entity set E2 is {Sony, Nikon}, their
shared aspect set A being compared is {optics}, the preferred entity set
is {Canon}, the opinion holder h is John and the time t when this com-
parative opinion was written is 2010.

To mine comparative opinions, the tasks of extracting entities, aspects,
opinion holders and times are the same as those for mining regular opin-
ions. In [37], a method based on label sequential rules (LSR) is proposed
to extract entities and aspects that are compared. A similar approach
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is described in [54] for extracting the compared entities. Clearly, the
approaches discussed in previous sections are applicable as well, and so
are many other information extraction methods. See [37, 24, 18] for
some existing methods for performing sentiment analysis of compara-
tive sentences, i.e., identifying comparative sentences and identifying
the preferred entity set.

7. Some Other Problems

Besides the problems discussed in previous sections, there are many
other challenges in opinion mining. This section gives an introduction to
some of them. As we will see, most of these problems are related to their
general problems that have been studied before but the opinion text pro-
vides more clues for their solutions and also has additional requirements.

Entity, opinion holder, and time extraction: In some applications,
it is useful to identify and extract entities, opinion holders, and the times
when opinions are given. These extraction tasks are collectively called
Named Entity Recognition (NER). They have been studied extensively
in the literature.

In the case of social media on the Web, the opinion holders are often
the authors of the discussion postings, bloggers, or reviewers, whose
login ids are known although their true identities in the real world may
be unknown. The date and time when an opinion is submitted are also
known and displayed on the page, so their extraction is easy [59].

For entity name extraction, there is a difference from NER. In a typi-
cal opinion mining application, the user wants to find opinions on some
competing entities, e.g., competing products or brands. However, he/she
often can only provide a few names because there are so many dif-
ferent brands and models. Furthermore, Web users also write names
of the same product brands in many ways. For example, “Motorola”
may be written as “Moto” or “Mot”, and “Samsung” may be written as
“Sammy”. Product model names have even more variations. It is thus
important for a system to automatically discover them from a relevant
corpus. The key requirement is that the discovered entities must be of
the same type as entities provided by the user (e.g., phone brands and
models). In [55], this problem was modeled as a set expansion problem
[25, 79], which expands a set of given seed entities (e.g., product names).
Formally, the problem is stated as follows: Given a set Q of seed entities
of a particular class C, and a set D of candidate entities, we wish to
determine which of the entities in D belong to C. That is, we “grow”
the class C based on the set of seed examples Q. Although this is a
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classification problem, in practice, the problem is often solved as a rank-
ing problem, i.e., to rank the entities in D based on their likelihoods of
belonging to C. It was shown that learning from positive and unlabeled
examples provides a more effective method than the traditional distri-
butional similarity methods [53, 79] and the machine learning technique
Bayesian Sets [25] which was designed specifically for set expansion.

Objective expressions implying sentiments: Much of the research
on sentiment analysis focuses on subjective sentences, which are regarded
as opinion bearing. However, many objective sentences can bear opin-
ions as well. For example, in a mattress review, the sentence “Within a
month, a valley formed in the middle of the mattress” is not a subjective
sentence, but an objective sentence. However, it implies a negative opin-
ion about the mattress. Specifically, “valley” in this context indicates the
quality of the mattress (a product aspect) and implies a negative opinion.
Objective words (or sentences) that imply opinions are very difficult to
recognize because their recognition typically requires the commonsense
or world knowledge of the application domain. In [116], a method was
proposed to deal with the problem of product aspects which are nouns
and imply opinions using a large corpus. Our experimental results show
some promising results. However, the accuracy is still low, and much
further research is still needed.

Grouping aspect expressions indicating the same aspects: It
is common that people use different words or phrases (which are called
aspect expressions in Sect. 1) to describe the same aspect. For example,
photo and picture refer to the same aspect in digital camera reviews.
Identifying and grouping aspect expressions indicating the same aspect
are essential for applications. Although WordNet [69] and other the-
saurus dictionaries help to some extent, they are far from sufficient due
to the fact that many synonyms are domain dependent. For example,
picture and movie are synonyms in movie reviews, but they are not syn-
onyms in digital camera reviews as picture is more related to photo while
movie refers to video. It is also important to note that although most as-
pect expressions of an aspect are domain synonyms, they are not always
synonyms. For example, “expensive” and “cheap” can both indicate the
aspect price but they are not synonyms of price.

Carenini et al [12] proposed the first method to solve this problem
in the context of opinion mining. Their method is based on several
similarity metrics defined using string similarity, synonyms and distances
measured using WordNet. It requires a taxonomy of aspects to be given
for a particular domain. The algorithm merges each discovered aspect
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expression to an aspect node in the taxonomy. Experiments based on
digital camera and DVD reviews showed promising results.

In [114], Zhai et al. proposed a semi-supervised learning method to
group aspect expressions into the user specified aspect groups. Each
group represents a specific aspect. To reflect the user needs, he/she first
manually labels a small number of seeds for each group. The system
then assigns the rest of the discovered aspect expressions to suitable
groups using semi-supervised learning based on labeled seeds and unla-
beled examples. The method used the Expectation-Maximization (EM)
algorithm. Two pieces of prior knowledge were used to provide a better
initialization for EM, i.e., (1) aspect expressions sharing some common
words are likely to belong to the same group, and (2) aspect expressions
that are synonyms in a dictionary are likely to belong to the same group.

Mapping implicit aspect expressions to aspects: There are many
types of implicit aspect expressions. Adjectives are perhaps the most
common type. Many adjectives modify or describe some specific at-
tributes or properties of entities. For example, the adjective ”heavy”
usually describes the aspect weight of an entity. ”Beautiful” is normally
used to describe (positively) the aspect look or appearance of an entity.
By no means, however, does this say that these adjectives only describe
such aspects. Their exact meanings can be domain dependent. For ex-
ample, “heavy” in the sentence “the traffic is heavy” does not describe
the weight of the traffic. One way to map implicit aspect expressions to
aspects is to manually compile a list of such mappings during training
data annotation, which can then be used in the same domain in the fu-
ture. However, we should note that some implicit aspect expressions are
very difficult to extract and to map, e.g., “fit in pockets” in the sentence
“This phone will not easily fit in pockets”.

Coreference resolution: This problem has been extensively studied
in the NLP community. However, the sentiment analysis context has
additional needs. In [16], the problem of entity and aspect coreference
resolution was proposed. It determines which mentions of entities and/or
aspects refer to the same entities. The key interesting points were the
design and testing of two opinion-related features for machine learning.
The first feature is based on opinion analysis of regular sentences and
comparative sentences, and the idea of sentiment consistency. For exam-
ple, we have the sentences, “The Sony camera is better than the Canon
camera. It is cheap too.” It is clear that “It” means “Sony” because
in the first sentence, the opinion about “Sony” is positive (comparative
positive), but it is negative (comparative negative) about “Canon”, and
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the second sentence is positive. Thus, we can conclude that “It” refers
to “Sony” because people usually express sentiments in a consistent way.
It is unlikely that “It” refers to “Canon”. As we can see, to obtain this
feature, the system needs to have the ability to determine positive and
negative opinions expressed in regular and comparative sentences.

The second feature considers what entities and aspects are modified
by what opinion words. Consider these sentences, “The picture quality
of the Canon camera is very good. It is not expensive either.” The ques-
tion is what “It” refers to, “Canon camera” or “picture quality”. Clearly,
we know that “It” refers to “Canon camera” because “picture quality”
cannot be expensive. To obtain this feature, the system needs to identify
what opinion words are usually associated with what entities or aspects,
which means that the system needs to discover such relationships from
the corpus. These two features can boost the coreference resolution ac-
curacy.

Cross lingual opinion mining: This research involves opinion mining
for a language corpus based on the corpora from other languages. It is
needed in following scenarios. Firstly, there are many English sentiment
corpora on the Web nowadays, but for other languages (e.g. Chinese),
the annotated sentiment corpora are limited [101]. And it is not a triv-
ial task to label them manually. Utilizing English corpora for opinion
mining in Chinese can relieve the labeling burden. Secondly, there are
many situations where opinion mining results need to be multilanguage-
comparable. For example, global companies need to analyze customer
feedback for their products and services from many countries in differ-
ent languages [47]. Thus, cross-lingual opinion mining is necessary. The
basic idea of the current research is to utilize available language cor-
pora to train sentiment classifiers for the target language data. Machine
translation is typically used [3, 8, 27, 47, 101].

8. Opinion Spam Detection

It has become a common practice for people to find and to read opin-
ions on the Web for many purposes. For example, if one wants to buy
a product, one typically goes to a merchant or review site (e.g., ama-
zon.com) to read some reviews of existing users of the product. If one
sees many positive reviews of the product, one is very likely to buy the
product. However, if one sees many negative reviews, he/she will most
likely choose another product. Positive opinions can result in significant
financial gains and/or fames for organizations and individuals. This,
unfortunately, gives good incentives for opinion spam, which refers to
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human activities (e.g., write spam reviews) that try to deliberately mis-
lead readers or automated opinion mining systems by giving undeserving
positive opinions to some target entities in order to promote the entities
and/or by giving unjust or false negative opinions to some other entities
in order to damage their reputation. Such opinions are also called fake
opinions, bogus opinions, or fake reviews. The problem of detecting fake
or spam opinions was introduced by Jindal and Liu in [38, 39].

Individual Spammers and Group Spammers: A spammer may
act individually (e.g., the author of a book) or as a member of a group
(e.g., a group of employees of a company).

Individual spammers: In this case, a spammer, who does not work with
anyone else, writes spam reviews. The spammer may register at a re-
view site as a single user, or as many fake users using different user-ids.
He/she can also register at multiple review sites and write spam re-
views.
Group spammers: A group of spammers works together to promote a
target entity and/or to damage the reputation of another. They may
also register at multiple sites and spam on these sites. Group spam can
be very damaging because they may take control of the sentiment on a
product and completely mislead potential customers.

8.1 Spam Detection Based on Supervised
Learning

In general, spam detection can be formulated as a classification prob-
lem with two classes, spam and non-spam. However, manually labeling
the training data for learning is very hard, if not impossible. The prob-
lem is that identifying spam reviews by simply reading the reviews is
extremely difficult because a spammer can carefully craft a spam review
that is just like any innocent review.

Since manually labeling training data is hard, other ways have to be
explored in order to find training examples for detecting possible fake
reviews. In [38], it exploited duplicate reviews. In their study of 5.8
million reviews, 2.14 million reviewers and 6.7 million products from
amazon.com, a large number of duplicate and near-duplicate reviews
were found. Certain types of duplicate and near-duplicate reviews were
regarded as spam reviews, and the rest of the reviews as non-spam re-
views.

In [38, 39], three sets of features were identified for learning:
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1 Review centric features: These are features about the content of
reviews. Example features include actual words in a review, the
number of times that brand names are mentioned, the percentage
of opinion words, the review length, and the number of helpful
feedbacks.

2 Reviewer centric features: These are features about each reviewer.
Example features include the average rating given by the reviewer,
the standard deviation in rating, the ratio of the number of reviews
that the reviewer wrote which were the first reviews of the products
to the total number of reviews that he/she wrote, and the ratio of
the number of cases in which he/she was the only reviewer.

3 Product centric features: These are features about each product.
Example features include the price of the product, the sales rank of
the product (amazon.com assigns sales rank to ‘now selling prod-
ucts’ according to their sales volumes), the average review rating of
the product, and the standard deviation in ratings of the reviews
for the product.

Logistic regression was used for model building. Experimental results
showed some interesting results.

8.2 Spam Detection Based on Abnormal
Behaviors

Due to the difficulty of manually labeling training data, treating opin-
ion spam detection as a supervised learning problem is problematic be-
cause many non-duplicated reviews can be spam too. Here, we describe
two techniques that try to identify atypical behaviors of reviewers for
detecting spammers. For example, if a reviewer wrote all negative re-
views for a brand but other reviewers were all positive about the brand,
then this reviewer is naturally a spam suspect.

The first technique [56] identifies several unusual reviewer behavior
models based on different review patterns that suggest spamming. Each
model assigns a numeric spamming behavior score to a reviewer by mea-
suring the extent to which the reviewer practices spamming behavior of
the type. All the scores are then combined to produce a final spam score
for each reviewer.

The second technique [40] identifies unusual reviewer behavior pat-
terns via unexpected rule discovery. This approach formulates the prob-
lem as finding unexpected class association rules [59] from data. Four
types of unexpected rules are found based on four unexpectedness defi-
nitions. Below, an example behavior is given for each type of unexpect-
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edness definition. Their detailed definitions for these types of unexpect-
edness are involved [40]. Below, we briefly introduce them by giving an
example behavior for each unexpectedness.

Confidence Unexpectedness: Using this measure, we can find
reviewers who give all high ratings to products of a brand, but
most other reviewers are generally negative about the brand.

Support Unexpectedness: Using this measure, we can find re-
viewers who write multiple reviews for a single product, while other
reviewers only write one review.

Attribute Distribution Unexpectedness: Using this measure,
we can find that most positive reviews for a brand of products
are from only one reviewer although there are a large number of
reviewers who have reviewed the products of the brand.

Attribute Unexpectedness: Using this measure, we can find
reviewers who write only positive reviews to one brand, and only
negative reviews to another brand.

Experimental results of both papers [40, 56] using amazon.com reviews
showed that many spammers can be detected based on their behaviors.

8.3 Group Spam Detection

A group spam detection algorithm was reported in [72]. It finds groups
of spammers who work together to promote or demote some products.
The method works in two steps:

1 Frequent pattern mining: First, it extracts the review data
to produce a set of transactions. Each transaction represents a
unique product and consists of all the reviewers (their ids) who
have reviewed that product. Using all the transactions, it per-
forms frequent pattern mining. The patterns thus give us a set of
candidate groups who might have spammed together. The reason
for using frequent pattern mining is as follows: If a group of re-
viewers who only worked together once to promote or to demote
a single product, it can be hard to detect based on their collec-
tive or group behavior. However, these fake reviewers (especially
those who get paid to write) cannot be just writing one review
for a single product because they would not make enough money
that way. Instead, they work on many products, i.e., write many
reviews about many products, which unfortunately also give them
away. Frequent pattern mining can be used to find them working
together on multiple products.
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2 Rank groups based on a set of group spam indicators: The
groups discovered in step 1 may not all be spammer groups. Many
of the reviewers are grouped together in pattern mining simply
due to chance. Then, this step first uses a set of indicators to
catch different types of unusual group behaviors. These indicators
including writing reviews together in a short time window, writing
reviews right after the product launch, group content similarity,
group rating deviation, etc (see [72] for details). It then ranks the
discovered groups from step 1 based on their indicator values using
SVM rank (also called Ranking SVM) [42].

9. Utility of Reviews

A related problem that has also been studied in the past few years is
the determination of the usefulness, helpfulness or utility of each review
[26, 50, 61, 118, 64, 70, 117]. This is a meaningful task as it is desir-
able to rank reviews based on utilities or qualities when showing reviews
to the user, with the most useful reviews first. In fact, many review
aggregation sites have been practicing this for years. They obtain the
helpfulness or utility score of each review by asking readers to provide
helpfulness feedbacks to each review. For example, in amazon.com, the
reader can indicate whether he/she finds a review helpful by responding
to the question “Was the review helpful to you?” just below each review.
The feedback results from all those responded are then aggregated and
displayed right before each review, e.g., “15 of 16 people found the fol-
lowing review helpful”. Although most review sites already provide the
service, automatically determining the quality of a review is still useful
because many reviews have few or no feedbacks. This is especially true
for new reviews.

Determining the utility of reviews is usually formulated as a regression
problem. The learned model assigns a utility value to each review, which
can be used in review ranking. In this area of research, the ground truth
data used for both training and testing are usually the user-helpfulness
feedback given to each review, which as we discussed above is provided
for each review at many review sites. So unlike fake review detection,
the training and testing data here is not an issue.

Researchers have used many types of features for model building.
Example features include review length, review rating (the number of
stars), counts of some specific POS tags, opinion words, tf-idf weighting
scores, wh-words, product attribute mentions, comparison with prod-
uct specifications, comparison with editorial reviews, and many more.
Subjectivity classification was also applied in [26]. In [61], Liu et al.
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formulated the problem slightly differently. They made it a binary clas-
sification problem. Instead of using the original helpfulness feedback
as the target or dependent variable, they performed manual annotation
based on whether the review evaluates many product aspects or not.

Finally, we should note that review utility regression/classification
and review spam detections are different concepts. Not-helpful or low
quality reviews are not necessarily fake reviews or spam, and helpful
reviews may not be non-spam. A user often determines whether a review
is helpful or not based on whether the review expresses opinions on
many aspects of the product. A spammer can satisfy this requirement
by carefully crafting a review that is just like a normal helpful review.
Using the number of helpful feedbacks to define review quality is also
problematic because user feedbacks can be spammed too. Feedback
spam is a sub-problem of click fraud in search advertising, where a person
or robot clicks on some online advertisements to give the impression of
real customer clicks. Here, a robot or a human spammer can also click
on helpfulness feedback button to increase the helpfulness of a review.
Another important point is that a low quality review is still a valid
review and should not be discarded, but a spam review is untruthful
and/or malicious and should be removed once detected.

10. Conclusions

This chapter introduced and surveyed the field of sentiment analysis
and opinion mining. Due to many challenging research problems and a
wide variety of practical applications, it has been a very active research
area in recent years. In fact, it has spread from computer science to
management science. This chapter first presented an abstract model of
sentiment analysis, which formulated the problem and provided a com-
mon framework to unify different research directions. It then discussed
the most widely studied topic of sentiment and subjectivity classification,
which determines whether a document or sentence is opinionated, and if
so whether it carries a positive or negative opinion. We then described
aspect-based sentiment analysis which exploits the full power of the ab-
stract model. After that we briefly introduced the problem of analyzing
comparative sentences. Last but not least, we discussed opinion spam,
which is increasingly becoming an important issue as more and more
people are relying on opinions on the Web for decision making. Several
initial algorithms were described. Finally, we conclude the chapter by
saying that all the sentiment analysis tasks are very challenging. Our
understanding and knowledge of the problem and its solution are still
limited. The main reason is that it is a natural language processing task,
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and natural language processing has no easy problems. However, many
significant progresses have been made. This is evident from the large
number of start-up companies that offer sentiment analysis or opinion
mining services. There is a real and huge need in the industry for such
services because every company wants to know how consumers perceive
their products and services and those of their competitors. These prac-
tical needs and the technical challenges will keep the field vibrant and
lively for years to come.
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