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Web Services

based on
n HTTP protocol
n client server architecture

QoS requirements (user viewpoint):
Responsiveness, i.e.
n availability

percentage of served requests
n timeliness

User Response Time (URT)

Introduction of redundancy by 
replicating Web servers
n each request is served by a replica 

server



Replicated Web Servers
Locally replicated Web Servers
n more servers into a cluster
n a gateway distributes the requests
n increasing of responses per second
n no variation of transmission delay 

Replicas distributed across Internet
n different transmission delays 

between browser and servers
n choice of most convenient replica 

for each browser request
n mapping between hostname (into 

URL) and replica IP address
n choice criteria such as round-robin, 

or QoS based
n each request depend on the 

chosen replica only.



C2LD: Client-centered
Load Distribution

a downloading mechanism that:

n make use of replicated Web servers
n works on browser (or proxy) side
n don’t bind a browser’s request, for a 

web page, to a replica only
n splits the browser’s requests into 

more sub requests for page 
fragments

n involves all replica servers in the 
retrieval of a given page

n requires one or more fragments  to 
each replica

n requires larger fragments to fast 
replicas



C2LD approach:
Fragment Requests

C2LD splits the browser’s requests into 
more sub requests for fragments.
Each fragment is required to a replica
When a fragment is received from a 
replica, another fragment is required 
to that replica
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C2LD approach:
Adaptivity

C2LD adapts dynamically its fragment 
sub requests to the replicas, 
depending on both network and 
replicas performances.
C2LD monitors periodically the 
performances, and select those 
replicas that can provide the 
fragments. 
Larger fragments are required to the 
faster replicas, in order to receive 
entirely the fragments at the end of 
the monitoring period.
For each sub requests an internal 
timeout is set. If this timeout expires 
before the requested fragment is 
received, the fragment is required to 
another replica.



C2LD analytical model  (1)
User Specified Deadline USD: the extent of 
time a user is willing to wait for a page

Monitoring period S: C2LD expect to receive 
the fragments at the end of S

given:
i index of the replica server
r index of the sub request to replica i
T the instant in which C2LD receives entirely the

response for the sub request r-1, from replica i

Si,r
* the remaining time before the end of the

current monitoring period S

at the instant T, C2LD requires a new 
fragment, to the replica i, trying to 
receive the response at the end of the 
current period S
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C2LD analytical model  (2)
C2LD assumes that the replica i 
responds to the new sub request r, 
providing the Data Rate DRi,r , as 
experimentally measured during the 
previous sub request r-1.

expected data rate

where
size of fragment required
with the sub request r-1

response time of request r-1

The size of fragment to be requested to 
the replica i, with the sub request r, is
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C2LD Implementation
given the URL required by the browser, the C2LD:

asks the DNS for the IP addresses of all replicas

sends HEAD request to each replica, asking for page size,

starts a loop :
n receives response from a given replica i
n if page is not completely downloaded 
w DRi,r= PSi,r-1 / URTi,r-1 computes expected Data Rate
w PSi,r = DRi,r

. Si,r
* computes fragment size for the

next sub request to the replica i
w sends GET sub requests to the replica i

n else 
w return



C2LD Thread Structure
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Experimental Measurements
comparison between C2LD and HTTP (standard GET 
method) downloading 
4 replica server: Cesena, Trieste, Newcastle, S.Diego
1 client (Bologna)

11 different Web services (two or more replicas)
different file size (3 - 1000 Kbytes)



Network Traffic
Lost Packet and RTT: high packet loss rate with
Cesena, high delay with S.Diego

Bandwidth usage (Bologna’s router): 8 Mbit/s 
ingoing bandwidth saturated during working hours

ping from Bologna to :

Lost Packet

RTT 90% of pkt (msec)
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Cesena

2%-9%

107

10

Trieste

0%

95

38

Newcastle

0%

160

59

S. Diego

0%-3%

450

190

ingoing

outgoing



Measures: User Response Time
C2LD  vs.   HTTP and Fastest Replica

Average improvement 12.95% (file size>50 KBytes)
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Measures: User Response Time
URT depending on number of replicas

URT decreases as the number of replicas of 
the Web service grows

21.5%4

17.2%3

4%2

URT improvement provided by C2LD

with respect to the fastest replica
and standard  HTTP downloading

Number of
replicas



URT comparison, C2LD vs. each replica

URT improvement percentage with respect 
to each replica of a given Web service

There is no gain when adding a very slow 
replica to the web service

C2LD vs. Single Replica
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Concluding Remarks
C2LD provides access to static documents of 
replicated Web servers (geographically distributed)
assumes consistency of all replicas
works on the browser side
uses HTTP protocol (no modification required)
outperforms the HTTP downloading mechanism:
n availability (fault 0%)
n timeliness (improvement 4% - 21% for large files)

Future Works:
n evaluation of Web servers workload
n evaluation of network overhead
n implementation within a proxy server
n prefetching strategies, and consistency problem
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