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1. Introduction

The Locator/1D Separation Protocol (LISP) [LISP] specifies a design
and nechani smfor replacing the addresses currently used in the
Internet with two separate nane spaces: Endpoint Identifiers (ElIDs),
used within sites, and Routing Locators (RLOCs), used by the transit
networ ks that make up the Internet infrastructure. To achieve this
separation, LISP defines protocol mechanisnms for mapping fromEIDs to
RLOCs. The mapping infrastructure is conprised of LISP Map-Servers
and Map- Resolvers [LISP-M5] and is tied together with LI SP+ALT

[ LI SP- ALT] .

Thi s docunent specifies the behavior of a new LI SP network el ement:
the LI SP Mobile Node. The LISP Mbile Node inplenments a subset of
the standard I ngress Tunnel Router and Egress Tunnel Router
functionality [LISP]. Design goals for the LISP nobility design

i ncl ude:

o Allowing TCP connections to stay alive while roani ng.

0o Allowing the nobile node to comruni cate with other nobil e nodes
whil e either or both are roaning.

0o Allowing the nobile node to multi-honme (i.e., use multiple
i nterfaces concurrently).

0o Allowing the nobile node to be a server. That is, any nobile node
or stationary node can find and connect to a nobile node as a
server.

o Providing shortest path bidirectional data paths between a nobile
node and any ot her stationary or nobile node.

0 Not requiring fine-grained routes in the core network to support
mobi lity.

o Not requiring a honme-agent, foreign agent or other data plane
network el ements to support nobility. Note since the LISP nobile
node desi gn does not require these data plane elenments, there is
no triangle routing of data packets as is found in Mbile IP
[ RFC3344] .

o Not requiring new | Pv6 extension headers to avoid triangle routing
[ RFC3775] .

The LI SP Mobile Node design requires the use of the LI SP Map- Server

[LISP-ALT] and LISP Interworking [LISP-1NTERAMORK] technology to allow
a LI SP nobile node to roam and to be discovered in an efficient and
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scal abl e manner. The use of Map-Server technology is discussed
further in Section 5.

The protocol nechanisns described in this docunent apply those cases
in which a node’s |IP address changes frequently. For exanple, when a
nmobi | e node roans, it is typically assigned a new | P address.
Simlarly, a broadband subscriber may have its address change
frequently; as such, a broadband subscriber can use the LISP Mbile
Node nechani sns defined in this specification

The renai nder of this docunent is organized as follows: Section 2
defines the ternms used in this docunent. Section 3 provides a
overvi ew of salient features of the LISP Mbile Node design, and
Section 4 describes design requirenments for a LI SP Mbil e Node.
Section 5 provides the detail of LISP Mbile Node data and contro
pl ane operation, and Section 6 discusses options for updating renote
caches in the presence of unidirectional traffic flows. Section 7
specifies how the LI SP Mbil e Node protocol operates. Section 8
specifies multicast operation for LISP nobile nodes. Section 9 and
Section 11 outline other considerations for the LISP-M design and
i npl ementation. Finally, Section 12 outlines the security

consi derations for a LISP nobile node.

2. Definition of Terns
This section defines the terns used in this docunent.

Stationary Node (SN): A non-nobile node who's | P address changes
infrequently. That is, its |IP address does not change as
frequently as a fast roami ng nobile hand-set or a broadband
connection and therefore the EID to RLOC mapping is relatively
static.

Endpoint ID (EID): This is the traditional LISP EID [LISP], and is
the address that a LISP nobile node uses as its address for
transport connections. A LISP nobile node never changes its EID
which is typically a /32 or /128 prefix and is assigned to a
| oopback interface. Note that the nobile node can have multiple
El Ds, and these EIDs can be fromdifferent address fanilies.

Routing Locator (RLOC): This is the traditional LISP RLOC, and is in
general a routable address that can be used to reach a nobile
node. Note that there are cases in which an nobile node may
receive an address that it thinks is an RLOC (perhaps via DHCP)
which is either an EID or an RFC 1918 address [RFC1918]. This
could happen if, for exanple, if the nobile node roans into a LISP
domain or a domain behind a Network Address Transl ator (NAT)).
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I ngress Tunnel Router (ITR): An ITRis a router that accepts an IP
packet with a single I P header (nore precisely, an |IP packet that
does not contain a LISP header). The router treats this "inner"
| P destination address as an EID and perforns an ElID-to- RLOC
mappi ng | ookup. The router then prepends an "outer" |P header
with one of its globally routable RLOCs in the source address
field and the result of the mapping | ookup in the destination
address field. Note that this destination RLOC nmay be an
i ntermedi ate, proxy device that has better know edge of the ElID
t 0o- RLOC mappi ng closer to the destination EID. 1In general, an I TR
receives | P packets fromsite end-systens on one side and sends
LI SP-encapsul ated | P packets toward the Internet on the other
side. A LISP nobile node, however, when acting as an | TR LI SP
encapsul ates all packet that it originates.

Egress Tunnel Router (ETR): An ETRis a router that accepts an IP
packet where the destination address in the "outer" |P header is
one of its own RLOCs. The router strips the "outer" header and
forwards the packet based on the next |IP header found. In
general, an ETR receives LI SP-encapsul ated | P packets fromthe
Internet on one side and sends decapsul ated | P packets to site
end- systens on the other side. A LISP nobile node, when acting as
an ETR, decapsul ates packets that are then typically processed by
t he nobil e node.

Proxy Ingress Tunnel Router (PITR): PITRs are used to provide
i nterconnectivity between sites that use LISP ElDs and those that
do not. They act as a gateway between the Legacy Internet and the
LI SP enabl ed Network. A given PITR advertises one or nore highly
aggregated EID prefixes into the public Internet and acts as the
ITR for traffic received fromthe public Internet. Proxy Ingress
Tunnel Routers are described in [LISP-1NTERAORK] .

Proxy Egress Tunnel Router (PETR): An infrastructure elenent used to
decapsul at e packets sent from nobile nodes to non-LISP sites.
Proxy Egress Tunnel Routers are described in [LISP-INTERWORK] .

LI SP Mobile Node (LISP-MN): A LISP capable fast roam ng nobil e hand-
set.

Map- cache: A data structure which contains an EID-prefix, its
associ ated RLOCs, and the associated policy. Map-caches are
typically found in I TRs and Pl TRs.

Negati ve Map-Reply: A Negative Map-Reply is a Map-Reply that
contains a coarsely aggregated non-LISP prefix. Negative Mp-
Replies are typically generated by Map-Resol vers, and are used to
informan ITR (nobile or stationary) that a site is not a LISP
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site. A LISP nobile node encapsul ate packets to destinations
covered by the negative Map-Reply are encapsulated to a PETR

Roami ng Event: A Roaning Event occurs when there is a change in a
LI SP nobil e node’s RLOC set.

3. Design Overview

The LI SP- W design described in this docunent uses the Map-Server/
Map- Resol ver service interface in conjunction with a |ight-weight

| TR/ ETR i npl ementation in the LISP-MN to provide scal abl e fast
mobility. The LISP-M control -plane uses a Map-Server as an anchor
poi nt, which provides control -plane scalability. |In addition, the
LI SP- VN dat a- pl ane t akes advantage of shortest path routing and

t heref ore does not increase packet delivery |atency.

4. Design Requirements

This section outlines the design requirenments for a LISP-MN, and is
divided into User Requirenents (Section 4.1) and Network Requirenents
(Section 4.2).

4.1. User Requirenents

This section describes the user-level functionality provided by a
LI SP- MN.

Transport Connection Survivability: The LISP-M design nmust allow a
LI SP-MN to roam whil e keeping transport connections alive.

Si nul t aneous Roami ng: The LI SP-MN design nmust allow a LISP-MN to
talk to another LISP-MN while both are roam ng.

Mul ti homing: The LISP-M design nmust allow for sinultaneous use of
mul tiple Internet connections by a LISP-MN. |In addition, the
design nmust allow for the LISP nobile node to specify ingress
traffic engineering policies as docunented in [LISP]. That is,
the LI SP-MN nust be able to specify both active/active and active/
passive policies for ingress traffic.

Shortest Path Data Plane: The LI SP-MN design nust allow for shortest
path bidirectional traffic between a LI SP-MN and a stationary
node, and between a LI SP-MN and another LISP-MN (i.e., wthout
triangle routing in the data path). This provides a | owl atency
data path between the LISP-MN and the nodes that it is
conmmuni cating with
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4.2. Network Requirenents

This section describes the network functionality that the LISP-IWN
design provides to a LI SP-M\.

Routing System Scal ability: The LI SP-MN design nmust not require
injection of fine-grained routes into the core network.

Mappi ng System Scal ability: The LI SP-MN design must not require
additional state in the mapping system |In particular, any
mappi ng state required to support LISP nobility nust BE confined
to the LISP-MN s Map-Server and the I TRs which are talking to the
LI SP- MN.

Conponent Reuse: The LI SP-MN design nmust use existing LISP
i nfrastructure conponents. These include map server, nap
resol ver, and interworking infrastructure conponents.

Honme Agent/ Foreign Agent: The LI SP-MN design nust not require the
use of home-agent or foreign-agent infrastructure conponents

[ RFC3344] .

Readdr essing: The LI SP- MW design nust not require TCP connections to
be reset when the nobile node roans. |n particular, since the IP
address associated with a transport connection will not change as
the nobil e node roans, TCP connections will not reset.

5. LI SP Mbile Node Operation

The LI SP-MN design is built fromthree existing LI SP conponents: A
i ghtweight LISP inplenmentation that runs in an LI SP-MN, and the
exi sting Map-Server [LISP-MS] and | nterworking [LISP-1 NTERAORK]
infrastructures. A LISP nobile node typically sends and receives
LI SP encapsul at ed packets (exceptions include rmanagenent protocols
such as DHCP) .

The LI SP-MWN design nakes a single nobile node ook like a LISP site
as described inin [LISP] by inplenenting | TR and ETR functionality.
Note that one subtle difference between standard | TR behavi or and
LISP-MN is that the LI SP-MN encapsul ates all non-local, non-LISP site
destined outgoing packets to a PETR

When a LI SP-MN roanms onto a new network, it receives a new RLOC.
Since the LISP-MN is the authoritative ETR for its EID-prefix, it
must Map- Register it’s updated RLOC set. New sessions can be
established as soon as the registration process conpletes. Sessions
that are encapsulating to RLOCs that did not change during the
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roam ng event are not affected by the roaning event (or subsequent
mappi ng update). However, the LISP-M nust update the I TRs and Pl TRs
that have cached a previous mapping. It does this using the

techni ques described in Section 6.

5.1. Addressing Architecture

A LISP-MN is typically provisioned with one or nore EIDs that it uses
for all transport connections. LISP-MN ElDs are provisioned from

bl ocks reserved from nobil e nodes nmuch the way nobile phone nunbers
are provisioned today (such that they do not overlap with the EID
space of any enterprise). These EIDs can be either |Pv4 or |Pv6
addresses. For exanple, one EID might be for a public network while
anot her might be for a private network; in this case the "public" EID
will be associated with RLOCs fromthe public Internet, while the
"private" EIDwill be associated with private RLOCs. It is
anticipated that these EIDs will change infrequently if at all, since
the assignnment of a LISP-MN's EID is envisioned to be a subscription
time event. The key point here is that the relatively fixed EID

all ows the LISP-MN s transport connections to survive roam ng events.
In particular, while the LISP-MN's EIDs are fixed during roani ng
events, the LISP-MN's RLOC set will change. The RLOC set may be
conprised of both IPv4d or | Pv6 addresses.

A LISP-MN is also provisioned with the address of a Map-Server and a
correspondi ng authentication key. Like the LISP-MN's EID, both the
Map- Server address and authentication key change very infrequently
(again, these are anticipated to be subscription tine paraneters).
Since the LISP LI SP-MN's Map-Server is configured to advertise an
aggregated EID-prefix that covers the LISP-MN's EID, changes to the
LI SP- MN' s mappi ng are not propagated further into the mappi ng system
[LISP-ALT]. It is this property that provides for scal able fast

mobi lity.

A LISP-MN is also be provisioned with the address of a Map- Resol ver.
A LISP-MN may al so | earn the address of a Map- Resol ver though a
dynani ¢ protocol such as DHCP [ RFC2131].

Finally, note that if, for sone reason, a LISP-MN's EIDis re-

provi sioned, the LISP-MN s Map-Server address may al so have to change
in order to keep LISP-MN's EID within the aggregate advertised by the
Map- Server (this is discussed in greater detail in Section 5.2).

5.2. Control Plane Operation
A roam ng event occurs when the LI SP-M receives a new RLOC. Because

the new address is a new RLOC fromthe LISP-MN s perspective, it nust
update its EID-to-RLOC mapping with its Map-Server; it does this
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usi ng the Map- Regi ster nechani sm described in [LISP].

A LI SP-MN may want the Map-Server to respond on its behalf for a
variety of reasons, including mnimzing control traffic on radio
links and nminimzing battery utilization. A LISP-MN nmay instruct its
Map- Server to proxy respond to Map- Requests by setting the Proxy-Mp-
Reply bit in the Map-Register nmessage [LISP]. |In this case the Mp-
Server responds with a non-authoritative Map-Reply so that an I TR or
PITR will know that the ETR didn't directly respond. A Map- Server
will proxy reply only for "registered" EID-prefixes using the

regi stered EID-prefix mask-length in proxy replies.

Because the LI SP-MN' s Map-Server is pre-configured to advertise an
aggregate covering the LISP-MN' s EID prefix, the database mapping
change associated with the roaming event is confined to the Map-
Server and those ITRs and PI TRs that nmay have cached the previous

mappi ng.
5.3. Data Plane Operation

A key feature of LISP-MN control-plane design is the use of the Mp-
Server as an anchor point; this allows control of the scope to which
changes to the mappi ng system nust be propagated during roaning
events.

On the other hand, the LISP-M data-pl ane design does not rely on
additional LISP infrastructure for comruni cati on between LI SP nodes
(rmobile or stationary). Data packets take the shortest path to and
fromthe LISP-MN to other LISP nodes; as noted above, |ow | atency
shortest paths in the data-plane is an inportant goal for the LISP-W
design (and is inportant for delay-sensitive applications |ike gamning
and voice-over-1P). Note that a LISP-MN will need additiona

i nterworking infrastructure when talking to non-LISP sites

[LI SP-1 NTERWORK] ; this is consistent with the design of any host at a
LISP site which talks to a host at a non-LISP site.

In general, the LISP-MWN data-plane operates in the same manner as the
standard LI SP data-plane with one exception: packets generated by a
LI SP- MN whi ch are not destined for the mapping system (i.e., those
sent to destination UDP port 4342) or the local network are LISP
encapsul ated. Because data packets are always encapsulated to a
RLCC, packets travel on the shortest path from LI SP-MN to anot her

LI SP stationary or LISP-MN. Wen the LISP nobile node is sending
packets to a stationary or LISP-MNin a non-LISP site, it sends LI SP-
encapsul at ed packets to a PETR which then decapsul ates the packet and
forwards it to its destination
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6

Updati ng Renpte Caches

A LI SP-MN has five nechanisns it can use to cause the mappi ngs cached
inremte | TRs and PI TRs to be refreshed:

Map Versioning: |If Map Versioning [LISP-VERSIONING is used, an ETR
can detect if an ITRis using the nost recent database mappi ng.
In particular, when nobile node’s ETR decapsul ates a packet and
detects the Destination Map-Version Nunber is less than the
current version for its mapping, in invokes the SMR procedure
described in [LISP]. In general, SMRs are used to fix the out of
sync mappi ng while Map-Versioning is used to detect they are out
of sync. [LISP-VERSIONI NG provides additional details of the Map
Ver si oni ng process.

Data Driven SMRs: An ETR nay elect to send SMRs to those sites it
has been receiving encapsul ated packets from This will occur
when an TR is sending to an old RLOC (for which there is one-to-
one mappi ng between EID-to-RLOC) and the ETR may not have had a
chance to send an SMR the I TR

Setting Small TTL on Map Replies: The ETR (or Map Server) may set a
small Tinme to Live (TTL) on its nmappi ngs when responding to Map
Requests. The TTL val ue shoul d be chosen such that changes in
mappi ngs can be detected while ninimzing control traffic. In
this case the ITRis a SN and the ETRis the M\

Pi ggybacki ng Mapping Data: |If an ITR and ETR are co-located, an ITR
may el ect to send Map- Requests with piggybacked mapping data to
those sites in its map cache or to which it has recently
encapsul ated data in order to informthe renote ITRs and Pl TRs of
t he change

Tenporary PI TR Caching: The ETR can keep a cache of PITRs that have
sent Map- Requests to it. The cache contains the RLOCs of the
PITRs so | ater when the | ocator-set of a LISP-MN changes, SMR
messages can be sent to all RLOCs in the PITR cache. This is an
exanpl e of a control-plane driven SVR procedure.

Pr ot ocol Qperation

There are five distinct connectivity cases considered by the LI SP-M
design. The five nobility cases are

LI SP Mobile Node to a Stationary Node in a LISP Site.
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LI SP Mobile Node to a Non-LISP Site.
LI SP Mobile Node to a LISP Mbil e Node.
Non-LISP Site to a LI SP Mbile Node
LISP Site to a LI SP Mbil e Node
The remai nder of this section covers these cases in detail
7.1. LISP Mobile Node to a Stationary Node in a LISP Site

After a roam ng event, a LISP-MN nust i mediately register its new

El D-to-RLOC mapping with its configured Map-Server(s). This allows
LI SP sites sendi ng Map- Requests to the LI SP-MN to receive the current
mapping. In addition, renote | TRs and PI TRs nay have cached mappi ngs
that are no longer valid. These |ITRs and PI TRs nust be informed that
t he mappi ng has changed. See Section 6 for a discussion of nethods
for updating renote caches.

7.1.1. Handling Unidirectional Traffic

A problem may arise when traffic is flowi ng unidirectionally between
LISP sites. This can arise in conmunication flows between PITRs and
LISP sites or when a site’s ITRs and ETRs are not co-located. In

t hese cases, data-plane techni ques such as Map- Versi oni ng and Dat a-
Driven SMRs can’t be used to update the renote caches.

For exanpl e, consider the unidirectional packet flow case depicted in
Figure 1. In this case Xis a non-LISP enabled SN (i.e., connected
to the Internet) and Yis a LISP M\. Data traffic fromXto Y wll
flow through a PITR  Wen Y changes its mapping (for exanple, during
a mobility event), the PITR nust update its mapping for Y. However
since data traffic fromY to X is unidirectional and does not fl ow
though the PITR it can not rely data traffic fromY to Xto signal a
mappi ng change at Y. In this case, the Y nust use one or nore of the
techni ques described in Section 6 to update the PITR s cache. Note
that if Y has only one RLOC, then the PITR has to know when to send a
Map- Request based on its existing state; thus it can only rely on the
TTL on the existing mapping.
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Figure 1: Unidirectional Packet Flow
LI SP Mobile Node to a Non-LISP Stationary Node

LI SP-MNs use the LISP Interworking infrastructure (specifically a
PETR) to reach non-LISP sites. 1In general, the PETR will be co-

| ocated with the LISP-MN' s Map-Server. This ensures that the LISP
packets bei ng decapsul ated are from sources that have Map- Regi stered
to the Map-Server. Note that when a LISP-MN roans it continues to
uses its configured PETR and Map- Server whi ch can have the effect of
addi ng stretch to packets sent froma LISP-MNto a non-LISP
destinati on.

LI SP Mbbile Node to LISP Mbile Node

LI SP- MN to LI SP-MN conmmuni cation is an instance of LISP-to-LISP
conmmuni cation with three sub-cases:

0 Both LISP-M\Ns are stationary (Section 7.1).
0 Only one LISP-MN is roam ng (Section 7.3.1).

0 Both LISP-M\Ns are roami ng. The case is anal ogous to the case
described in Section 7.3.1.

1. One Mbile Node is Roam ng

In this case, the roaning LI SP-M can find the stationary LISP-MN by
sendi ng Map- Request for its EID prefix. After receiving a Map-Reply,
the roam ng LI SP-MN can encapsul ate data packets directly to the non-
roanmi ng LI SP- MN node.

The roaning LISP-M\, on the other hand, nust update its Map- Server
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with the new mapping data as described in Section 7.1. It should

al so use the cache managenent techni ques described in Section 6 to
provide for tinmely updates of renote caches. Once the roani ng

LI SP- MN has updated its Map-Server, the non-roam ng LI SP-MN can
retrieve the new mapping data (if it hasn't already received an
updat ed mapping via one of the mechani sns described in Section 6) and
the stationary LISP-MN can encapsul ate data directly to the roaning
LI SP- MN.

7.4. Non-LISP Site to a LI SP Mbil e Node

When a stationary ITRis talking to a non-LISP site, it may forward
packets natively (unencapsul ated) to the non-LISP site. This wll
occur when the I TR has received a negative Map Reply for a prefix
covering the non-LISP site’s address with the Natively-Forward action
bit set [LISP]. As a result, packets may be natively forwarded to
non-LISP sites by an ITR (the return path will through a PI TR
however, since the packet flow will be non-LISP site to LISP site).

A LI SP-MN behaves differently when talking to non-LISP sites. In
particul ar, the LISP-M al ways encapsul ates packets to a PETR.  The
PETR t hen decapsul ates the packet and forwards it natively to its
destination. As in the stationary case, packets fromthe non-LISP
site host return to the LISP-MN through a PITR  Since traffic
forwarded through a PITR is unidirectional, a LISP-MN should use the
cache managenent techni ques described in Section 7.1.1

7.5. LISP Site to LISP Mbile Node

When a LI SP-MN roams onto a new network, it needs to update the
caches in any ITRs that m ght have stale mappings. This is anal ogous
to the case in that a stationary LISP site is renunbered; in that
case | TRs that have cached the ol d mapping nust be updated. This is
done using the techniques described in Section 6

When a LISP router in a stationary site is performng both | TR and
ETR functions, a LISP-MN can update the stationary site’s map-caches
usi ng techni ques described in Section 6. However, when the LISP
router in the stationary site is perfornmng is only ITR
functionality, these techni ques can not be used because the ITRis
not receiving data traffic fromthe LISP-MN. In this case, the

LI SP- MN shoul d use the technique described in Section 7.1.1. In
particular, a LISP-MN should set the TTL on the mappings in its Mp-
Replies to be in 1-2 nminute range.
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8.

Mul ticast and Mobility

Since a LISP-MN perfornms both I TR and ETR functionality, it should

al so performa |ightweight version of nulticast | TRIETR functionality
described in [MLISP]. Wen a LISP-M originates a nulticast packet,
it will encapsulate the packet with a multicast header, where the
source address in the outer header is one of it’'s RLOC addresses and
the destination address in the outer header is the group address from
the inner header. The interfaces in which the encapsul ated packet is
sent on is discussed bel ow.

To not require PIMfunctionality in the LI SP-IMN as docunented in
[M.ISP], the LISP-MN resorts to using encapsulated | GW for joining
groups and for determ ning which interfaces are used for packet
origination. Wen a LISP-MN joins a group, it obtains the nap-cache
entry for the (S-EID,G it is joining. It then builds a | GW report
encoding (S-EID,G and then LISP encapsulates it with UDP port 4341.
It selects an RLOC fromthe map-cache entry to send the encapsul at ed
| GW Report.

When other LISP-M\s are joining an (S-EID,G entry where the SSEID is
for a LISP-M\, the encapsul ated | GWP Report will be received by the
LI SP-MWN nul ticast source. The LISP-MN nulticast source will renenber
the interfaces the encapsulated | GW Report is received on and build
an outgoing interface list for it’s own (S-EID,G entry. |If the list
is greater than one, then the LISP-MN is doing replication on the
source-based tree for which it is the root.

When other LISP routers are joining (S-EID,G, they are instructed to
send PI M encapsul ated Joi n- Prune nessages. However, to keep the

LI SP- MW as sinple as possible, the LISP-MN will not be able to
process encapsul ated PI M Joi n- Prune nessages. Because the nap-cache
entry will have a M\-bit indicating the entry is for a LISP-M\, the
LISP router will send | GW encapsul ated | GWP Reports instead

When the LISP-MN is sending a nmulticast packet, it can operate in two
nodes, nulticast-origination-node or unicast-origination-node. Wen
in multicast-origination-node, the LI SP-MN nmulticast-source can
encapsul ate a nulticast packet in another nulticast packet, as

descri bed above. Wen in unicast-origination-node, the LISP-W
mul ti cast source encapsul ates the nulticast packet into a unicast
packet and sends a packet to each encapsul ated | GW Report sender

These nodes are provi ded dependi ng on whether or not the nobile
node’s network it is currently connected can support |IP nulticast.
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9. RLOC Consi derations

This section docunments cases where the expected operation of the
LI SP- VN desi gn may require special treatnent.

9.1. Mobile Node’'s RLOC is an EID

When a LISP-MN roans into a LISP site, the "RLOC' it is assigned may
be an address taken fromthe site’s EID-prefix. In this case, the

LI SP-MN wi || Map-Register a mapping fromits statically assigned EID
to the "RLOC' it received fromthe site. This scenario creates

anot her level of indirection: the mapping fromthe LISP-MN's EIDto a
site assigned EID. The mapping fromthe LISP-MN's EID to the site
assigned EID allow the LISP-MN to be reached by sendi ng packets using
the mapping for the EID, packets are delivered to site’s EIDs use the
same LISP infrastructure that all LISP hosts use to reach the site.

A packet egressing a LISP site destined for a LISP-MN that resides in
a LISP site will have three headers: an inner header that is built by
the host and is used by transport connections, a niddl e header that
is built by the site’s ITR and is used by the destination’s ETR to
find the current topological |ocation of the LI SP-M\, and an outer
header (also built by the site’s ITR) that is used to forward packets
bet ween the sites.

Consider a site Awith EID-prefix 1.0.0.0/8 and RLOC A and a site B
with EID-prefix 2.0.0.0/8 and RLOC B. Suppose that a host Sin site A
with EID 1.0.0.1 wants to talk to a LISP LI SP-MN MN that has

regi stered a mapping fromE D 240.0.0.1 to "RLOC' 2.0.0.2 (where
2.0.0.2 allocated fromsite B's EID prefix, 2.0.0.0/8 in this case).
This situation is depicted in Figure 2.
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EID-prefix 1.0.0.0/8 ElID-prefix 2.0.0.0/8
S has EID 1.0.0.1 MN has EID 240.0.0.1
MN has RLOC 2.0.0.2

/ L R T T / \
[ ITRA | / \ | ETRPB [
I [ I I I
| S | | I nt er net | | WMN |
| \ | | | " |
I \ | I I / I
| --> | TRA | \ / | ETR-B ---- |
\ I LR T T \ /

""""""""" A A A

|
|
RLOCs used to find which site MN resides |
|

m ddl e- header: A -> 2.0.0.2 |

RLOCs used to find topol ogical |ocation of MN

inner-header: 1.0.0.1 -> 240.0.0.1

El Ds used for TCP connection

Figure 2: Mobile Node Roanming into a LISP Site

In this case, the inner header is used for transport connections, the
m ddl e header is used to find topol ogical |ocation of the LISP-MN
(the LI SP-WN Map- Regi sters the mapping 240.0.0.1 -> 2.0.0.2 when it
roans into site B), and the outer header is used to nove packets
between sites (A and B in Figure 2).

In summary, when a LISP-MN roans into a LISP site and receives a new
address (e.g., via DHCP) that is part of the site’'s EID space, the
foll owi ng sequence occurs:

1. The LISP-MNin the LISP site (call it Inside) registers its new
RLOC (which is actually part of the sites EID prefix) to its map-
server. Call its permanent EID E and the EID it DHCPs D. So it
regi sters a mapping that |ooks |Iike E->D
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2. The MN which is outside (call it Qutside) sends a nap request for
inside’s EID (E) and receives D (plus its policy). Qutside
realizes that Dis an EID and sends a map request for D. This
will return the site’s RLOCs (by its ETR). Call this R

3. Qutside then double encapsul ates the outbound packet with the
i nner destination being D and the outer destination being R

4. The packet then finds its way to R which strips the outer header
and the packet is routed to Din the domain to Inside. Inside
decapsul ates the packet to serve the inner header to the
appl i cation.

Note that both D and R could be returned to Inside in one query, so

as not to incur the additional RTT.

10. Mbility Exanple

This section provides an exanple of howthe LISP-MNis integrated
into the base LI SP Design [LISP].

10.1. Provisioning
The LI SP-MN needs to be configured with the follow ng information:
An EID, assigned to its | oopback address
A key for map-registration

An | P address of a Map-Resolver (this could be |earned
dynam cal | y)

An | P address of its Map-Server and Proxy ETR
10. 2. Registration
After a LISP roans to a new network, it nust imediately register its
new mappi ng this new RLOC (and associated priority/weight data) with
its Map-Server.
The LI SP-MN may chose to set the 'proxy’ bit in the map-register to

indicate that it desires its Map-Server to answer map-requests on its
behal f.
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11. LI SP I npl ementation in a Mbil e Node

This section will describe a possible approach for devel oping a

i ghtweight LISP-MN inplenentation. A LISP-MN w Il inplement a LISP
sub-l ayer inside of the IP |ayer of the protocol stack. The sub-

| ayer resides between the IP layer and the |ink-Iayer.

For out goi ng uni cast packets, once the header that contains EIDs is
built and right before an outgoing interface is chosen, a LISP header
is prepended to the outgoing packet. The source address is set to
the | ocal RLOC address (obtained by DHCP perhaps) and the destination
address is set to the RLOC associated with the destination EID from
the P layer. To obtain the RLOC for the EID, the LISP-M nmaintains
a map-cache for destination sites or destination LISP-M\Ns to which it
is currently tal king. The map-cache | ookup is performed by doing a

| ongest match | ookup on the destination address the IP layer put in
the first | P header. Once the new header is prepended, a route table
| ookup is performed to find the interface in which to send the packet
or the default router interface is used to send the packet.

When t he map-cache does not exist for a destination, the nobile node
may queue or drop the packet while it sends a Map-Request to it’'s
configured Map-RResolver. Once a Map-Reply is returned, the map-cache
entry stores the EID-to-RLOC state. If the RLOC state is enpty in
the Map-Reply, the Map-Reply is known as a Negative Map-Reply in

whi ch case the map-cache entry is created with a single RLOC, the
RLOC of the configured Map-Server for the LI SP-MN. The Map- Server
that serves the LISP-MN al so acts as a Proxy ETR (PETR) so packets
can get delivered to hosts in non-LISP sites to which the LISP-MNis
sendi ng.

For incomi ng uni cast packets, the LISP sub-layer sinply decapsul ates
the packets and delivers to the IP layer. The |loc-reach-bits can be
processed by the LISP sub-layer. Specifically, the source EID from
the packet is |ooked up in the map-cache and if the loc-reach-bits
settings have changed, store the | oc-reach-bits fromthe packet and
note which RLOCs for the nmap-cache entry should not be used.

In terms of the LISP-MN detecting which RLOCs from each stored map-
cache entry is reachable, it can use any of the Locator Reachability
Al gorithns from|[LISP].

A background task that runs off a timer should be run so the LISP-W
can send periodi c Map- Regi ster nessages to the Map-Server. The Map-
Regi ster nmessage shoul d al so be triggered when the LI SP-MN detects a
change in I P address for a given interface. The LISP-M should send
Map- Regi sters to the sane Map- Regi ster out each of it’'s operationa
links. This will provide for robustness on radio links w th which
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the nobil e node is associ at ed.

A LI SP-MN receives a Map- Request when it has Map-Registered to a Map-
Server with the Proxy-bit set to 0. This neans that the LISP-W

wi shes to send authoritative Map-Replies for Map-Requests that are
targeted at the LISP-MN. If the Proxy-bit is set when the LI SP-M
registers, then the Map-Server will send non-authoritative Mp-
Replies on behalf of the LISP-MN. In this case, the Map-Server never
encapsul at es Map- Requests to the LISP-MN. The LI SP-MN can save
resources by not receiving Map- Requests (note that the LISP-MN will
recei ve SMRs which have the sane fornmat as Map- Requests).

To sunmarize, a LISP sub-layer should inplenent:

o Encapsul ating and decapsul ati ng data packets.

0 Sending and receiving of Map-Request control nessages.
0 Receiving and optionally sendi ng Map- Repli es.

0 Sendi ng Map- Regi ster nmessages periodically.

The key point about the LISP sub-layer is that no other conponents in
the protocol stack need changing; just the insertion of this sub-

| ayer between the IP layer and the interface |ayer-2 encapsul ation/
decapsul ation | ayer.

12. Security Considerations

Security for the LISP-M design builds upon the security fundanental s
found in LISP [LISP] for data-plane security and the LI SP Map Server
[LISP-MS] registration security. Security issues unique to the

LI SP- MN desi gn are consi dered bel ow

12.1. Proxy ETR Hijacking

The Proxy ETR (or PETR) that a LISP-MN uses as its destination for
non-LI SP traffic nust use the security association used by the
registration process outlined in Section 5.2 and expl ained in detai
in the LI SP-Ms specification [LISP-M5]. These neasures prevent third
party injection of LISP encapsulated traffic into a Proxy ETR

I mportantly, a PETR nmust not decapsul ate packets from non-regi stered
RLCCs.
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12.

13.

14.

15.

15.

2. LISP Mbile Node using an EID as its RLOC

For LI SP packets to be sent to a LISP-MN which has an EID assigned to
it as an RLOC as described in Section 9.1), the LISP site nust all ow
for incom ng and outgoing LISP data packets. Firewalls and statel ess
packet filtering nechanisns nust be configured to allow UDP port 4341
and UDP port 4342 packets.
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