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Abstract—Multiple description coding (MDC) is a technique
where multiple streams from a source video are generated,
each individually decodable and mutually refinable. MDC is a
promising solution to overcome packet loss in video transmission
over noisy channels, particularly for real-time applications in
which retransmission of lost information is not practical. A
problem with conventional MDC is that the achieved side
distortion quality is considerably lower than single description
coding (SDC) quality except at high redundancies which in turn
leads to central quality degradation. In this paper, a new mixed
layer MDC scheme is presented with no degradation in central
quality, and providing better side quality (approximately as much
as that of SDC) compared to conventional methods. Also, this
property directly leads to higher average quality when delivering
the video in lossy networks. For each discrete cosine transform
coefficient, we generate two coefficients: base coefficient (BC) and
enhancement coefficient which are combined together. When all
descriptions are available, they are decomposed and decoded
to achieve high quality video. When one description is not
available, we use estimation to extract as much of the BC as
possible from the received description. Simulation results show
that the proposed scheme leads to an improved redundancy-
rate-distortion performance compared to conventional methods.
The algorithm is implemented in JM16.0 and its performance
for two-description and four-description coding is verified by
experiments.

Index Terms—Multiple description coding, redundancy-rate-
distortion, video coding, video packet loss mitigation, video
transmission.

I. Introduction

TRANSMITTING video in error prone environments, such
as the Internet, is a challenging problem that has attracted

considerable research in recent years. Multiple description
coding (MDC) is one promising solution for such applications
where multiple descriptions of the video signal are generated
and transmitted over different channels [1]. Each description
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can be decoded independently with acceptable quality, while
higher quality is achieved with higher number of received
descriptions. Hence, unless all channels fail simultaneously,
which is much less probable than single channel failure, video
is delivered to the receiver. MDC also mitigates the need for
retransmission—a particularly important feature for real-time
applications such as video conferencing where retransmission
is not practical. But MDC is not the only solution for multi-
stream delivery. Another solution is scalable video coding
(SVC), where the video is encoded into a base layer (BL)
and one or more enhancement layers (EL). An EL is superim-
posed on the video decoded from the BL and all lower ELs.
Therefore, for each layer to be usable all lower layers must be
received at the decoder, otherwise the layer is discarded. SVC
by nature is able to support video in multiple bit rates and fits
well for video delivery in heterogeneous networks; however,
it has no resilience against network loss. The strengths and
shortcomings of MDC versus SVC have been well studied [2]–
[5] and are beyond the scope of this paper. Hybrid MDC/SVC
schemes are also possible, in which SVC layers are coded
using MDC, or in another approach, each MDC description is
coded again using SVC, but such solutions are also beyond
the scope of our work. In this paper, we concentrate on MDC
only and propose a mixed layer MDC scheme that improves
the quality of the video compared to existing MDC solutions.

In MDC, when all of the descriptions are available, they are
decoded by the central decoder and the distortion achieved is
called central distortion. Otherwise, the available descriptions
are decoded by the side decoder, and the resulting distortion
is called side distortion.

The ability to independently decode individual descriptions
is achieved at the cost of redundancy and, subsequently, a
higher bit rate compared to single description coding (SDC).
Hence, there are three main challenges associated with MDC.
One challenge is to minimize this redundancy for a given
desired side and central distortion. The other challenge is
the lower quality of the video when one or more of the
descriptions are lost. While MDC allows the decoder to display
the video extracted from the available descriptions (even from
just one description), the quality of the video in such cases is
not very high. To achieve higher quality, more redundancy is
needed, but this redundancy has no contribution to the central
quality and deteriorates the rate/central-distortion behavior of
the encoder. The third and final challenge is the drift problem
which occurs due to predictive coding of the video signals.
When a frame is correctly received but its reference has not
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been reconstructed exactly, the frame is reconstructed with an
error. This new erroneous frame is then used as the reference
of the next frames and hence the error propagates until the next
Intra frame arrives. Therefore, a low side quality, even for one
frame affects the whole group of pictures (GOP) unless an
appropriate drift technique is used. In this paper, we address
the above three challenges and propose a novel MDC-based
scheme called mixed layer MDC (MLMDC) that provides a
central distortion comparable to conventional schemes while
achieving a side quality approximately as much as that of
SDC, in particular for high activity videos. Similar to BL and
EL layers in coarse granular scalable (CGS) coding [6], we
utilize a base coefficient (BC) and an enhancement coefficient
(EC) which are combined and inserted into the descriptions
so that they are decomposed similar to decoding BL and EL
in CGS at the central decoder. However, MLMDC does not
have the hierarchical restriction of CGS and the source can be
reconstructed from any subset of descriptions. The tradeoff to
achieve this is a higher bit rate, which can be justified due to
higher video quality and loss resiliency provided by MLMDC.

The rest of this paper is organized as follows. Section II
provides an overview of the related work. In Section III,
the framework of MLMDC including the encoder and the
central and side decoders are presented. The side and central
distortions and the redundancy rate are studied in Section
IV, while in Section V a comparative study of our method
with three other MDC schemes is presented. The experimental
results are given in Section VI, and finally this paper is
concluded in Section VII.

II. Related Work

MDC approaches can be categorized based on the domain
in which partitioning of the video is done. In spatial domain
MDC, the video source is partitioned in the spatial domain
before the encoding process which is common for video and
image MDC [7]–[9]. But subsampling in the spatial domain
does not allow controlling the amount of redundancy. This
problem can be solved by zero padding in the discrete cosine
transform (DCT) domain where the amount of redundancy is
determined by the number of padded zeros [8]. The optimum
direction of zero padding is discussed in [9]. In temporal
domain MDC, the descriptions are generated by subsampling
the video source in time. For example, one can alternate the
frames between descriptions such that even frames are in the
first description and odd frames in the second description [10]–
[12]. In both spatial and temporal domain approaches, the
resolution of the descriptions is smaller than the original video.
In the side decoder, due to the spatial-temporal correlation
within each frame (spatial) and between neighboring frames
(temporal), the lost data can be estimated from the received
data using error concealment techniques. In frequency domain
MDC, the process of MDC generation is carried out in
the DCT domain, such as DCT coefficient partitioning [13],
[14], multiple description scalar quantizer (MDSQ) [15], [16],
[18], quantization based MDC [17], [29], [41], and multiple
description transform coding (MDTC) [19]–[23]. In [13], the
coefficients larger than a certain threshold are replicated in

all descriptions and the smaller ones are divided between
descriptions. In [14], the coefficients are split so that both
descriptions are completely balanced in terms of both side
quality and bit rate. In MDSQ, each source is assigned two
indices, one for each description, such that with a given rate
and side distortion, the maximum central quality is achieved.
The methods which work with quantization decision levels
can be placed in the category of MDSQ [18]. In quantization
based MDC, the redundant data is the coarse quantized (lower-
rate) representation of the primary data. The lower rate part
might be GOP [17], a frame [41], or a slice of macroblocks
(MBs) [29]. In [17], a GOP is encoded multiple times but
in different rates, one for each description and the lower rate
descriptions are discarded in the side and central decoders.
The generated descriptions are unbalanced for each GOP and
switching between descriptions is carried out when receiving
an Intra frame. In this approach, there is no drift in the decoder
but the video quality may be low for one or multiple GOPs.
In [41], each description contains the frames that alternatively
are high quality (fine quantization) and low quality (coarse
quantization); therefore, the one-description video is not sub-
jectively satisfactory. In [29], each frame is composed of high
rate and low rate slices and, in contrast to [17] and [41], the
descriptions are almost balanced with respect to rate and dis-
tortion. In MDTC, for both image and video, some of the DCT
coefficients are paired and combined by a correlating transform
and the transformed coefficients are sent to the decoder. A
missed coefficient can be estimated from the received ones
due to the correlation introduced by the transform.

There are also MDC schemes in which the partitioning is
performed in multiple domains, for example spatial-temporal
[24], and spatial-frequency [25]. In another group, namely
forward error correction MDC, video partitioning is done on
the compressed signal at the final stage [26], [27]. Finally,
there are other MDC techniques which cannot be categorized
in the above groups such as partitioning motion vectors
[28], using matching pursuit [30], or using lapped orthogonal
transform [31]. A more detailed review of MDC can be found
in [32] and [1], the former being particularly for video while
the latter is more general.

Our proposed MDC technique differs from the above since
it combines the superimposing property generally seen in SVC
with estimation techniques. As such, our technique achieves
better central and side rate-distortion performance, making it
suitable for channels with both high and low packet loss rates,
as will be shown in Section VI. Next, we will present the
details of our proposed MDC technique.

III. MLMDC Method

A. Encoder

Our proposed MDC technique is inspired from [19]–[21],
but instead of combining different-frequency DCT coefficients,
we combine base layer coefficients (BC) with enhancement
layer coefficients (EC). Fig. 1 shows the block diagram of the
encoder, the central decoder, and the side decoder of MLMDC.
In Fig. 1(a), xi and x̂i are DCT coefficients at the ith position
before and after quantization by Q, respectively. Subtracting
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Fig. 1. Block diagram of MLMDC. (a) Encoder. (b) Central decoder. (c) Side decoder.

x̂i from xi results in a coarse quantization error which clearly
cannot be quantized again by Q, and so a smaller quantization
step size is required. In MLMDC, the second quantization is
carried out with Q/c, c > 1. The lager the value of c, the
lower the residual error between the original coefficients and
the coefficients reconstructed from both descriptions. Hence,
a higher central quality is achieved, but at the cost of a
higher estimation error and higher bit rate. As shown in
Fig. 1(a), the combined and not-combined coefficients are
alternated between descriptions so that the redundancy due
to combination and the number of coefficients that must be
estimated are divided between descriptions. Similarly, in four-
description coding, each description contains one quarter of
the total combined coefficients. Generally, for n-description
coding, in each description 1/n of the coefficients are combined
which are the sources of redundancy and estimation error. The
rest (n − 1)/n coefficients remain as base coefficients. This
means that redundancy and estimation error in each description
are diminished (with 1/n) by the number of descriptions in n-
description coding. Therefore, the efficiency of MLMDC will
increase with increasing number of descriptions.

Assume a signal, composed of two coefficients {x1, x2},
is to be encoded using MDC. The coefficients {x1, x2} are
first quantized with a quantization step size of Q to form the
BCs {x̂1, x̂2} . Then, the corresponding quantization errors,
{x1e, x2e}, are quantized again to form ECs, {x̂1e, x̂2e}, which
are then added to BCs to eventually form the CCs, {ẑ1, ẑ2}.
Using the quantization rule of H.264/AVC, the BC, EC, and
CC coefficients are obtained as given in

BC : x̂i = sign(xi)
⌊

|xi|
Q

+ f
⌋

, x̃i = Qx̂i

xie = xi − x̃i

EC : x̂ie = sign(xie)
⌊

|xie|
Q/c

+ f
⌋

CC : ẑij = x̂i + x̂je i, j = 1, 2

(1)

where � � denotes rounding to the nearest integer toward
minus infinity, x̃i is the reconstructed coefficient, and Q and
f are the quantization step size and the rounding offset,
respectively.

There are two possibilities to construct the descriptions,
such that each description contains the combined and not-
combined coefficients. Equations (2) and (3) show both de-
scriptions (denoted as D1 and D2) for these two possibilities,
referred to as CaseI and CaseII hereafter

CaseI :

{
D1 : {(x̂1 + x̂1e), (x̂2)}
D2 : {(x̂1), (x̂2 + x̂2e)} (2)

CaseII :

{
D1 : {(x̂1 + x̂2e), (x̂2)}
D2 : {(x̂1), (x̂2 + x̂1e)}. (3)

Fig. 1(a) shows CaseI MLMDC in which, unlike CaseII,
BC and EC are obtained from the same DCT coefficient
and are hence correlated. This is the key difference between
CaseI and CaseII and has an important role in rate-distortion
performance, as will be shown later.

B. Central Decoder

In the central decoder, both descriptions are available and
hence BC and EC can be separated by subtracting the uncom-
bined coefficient (x̂i) from the combined coefficient (ẑij) . As
shown in Fig. 1(b), after dequantization of BC and EC, they
are added to reconstruct the DCT coefficient. Therefore, the
central distortion can be computed as follows:

x̂je = ẑij − x̂i

xcenj
= Qx̂j + Qx̂je/c

Dcenj
= E

[(
xj − xcenj

)2
] (4)

where xcen and Dcen are the reconstructed coefficient and
distortion, respectively, achieved by the central decoder. Note
that in terms of central distortion, CaseI and CaseII produce
identical results.

C. Side Decoder

In the side decoder, we must estimate the base coefficient
from ẑij . As an example, consider CaseI when only D1 is
received, x̂1 is not available and we extract it from the x̂1 + x̂1e

coefficient by estimation as shown in Fig. 1(c). Independent
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of which case is used, we define ẑ to be the sum of x̂b (BC)
and x̂e (EC) as in

ẑ = x̂b + x̂e. (5)

From estimation theory, the optimal estimator of x̂b from ẑ is
the conditional expected value of x̂b when ẑ is available [33]

x̂est = E{x̂b|ẑ}. (6)

If the distributions of x̂b and x̂e are known, we can use (7)–
(10), (11) for estimating x̂b

x̂est =
∑
x̂b

x̂bPx̂b|ẑ(x̂b|ẑ) (7)

Px̂b|ẑ(x̂b|ẑ) =
Px̂b,ẑ(x̂b, ẑ)

Pẑ(ẑ)
=

Px̂b
(x̂b)Pẑ|x̂b

(ẑ|x̂b)

Pẑ(ẑ)
(8)

Pẑ|x̂b
(ẑ|x̂b) = Px̂e|x̂b

(ẑ − x̂b) (9)

pẑ(ẑ) =
∑

x̂b
Px̂b,ẑ(x̂b, ẑ) =

∑
x̂b

Px̂b
(x̂b)Pẑ|x̂b

(ẑ|x̂b)
=

∑
x̂b

Px̂b
(x̂b)Px̂e|x̂b

(ẑ − x̂b)
(10)

and consequently

x̂est =

∑
x̂b

x̂bPx̂b
(x̂b)Px̂e|x̂b

(ẑ − x̂b)∑
x̂b

Px̂b
(x̂b)Px̂e|x̂b

(ẑ − x̂b)
. (11)

It can be seen that the above estimation equations are de-
pendent on the individual as well as the joint probability
functions of BC and EC. BC and EC are dependent in
CaseI and independent in CaseII, meaning that their joint
probability functions and, consequently, their corresponding
side distortions may be different.

IV. Rate and Distortions in MLMDC

A. Background

MLMDC is a DCT-domain MDC and is thus performed on
DCT coefficients. To better understand the rate-distortion in
MLMDC, we present here a short review of some important
concepts of DCT coefficients applicable to MLMDC.

Three models for distribution of DCT coefficients have
been introduced, namely, generalized Gaussian [34], Laplacian
[35], and Cauchy [36], which progressively provide better
fitness. However, Laplacian is more popular and widely used
in rate control applications. Furthermore, the exponential form
of Laplacian is more suitable for our analytical derivations;
hence, we apply it as follows:

fb(xb) = λ
2 e−λ|xb|

σ2 = 2
λ2

(12)

where λ and σ are the Laplace distribution parameter and
standard deviation of the signal xb, respectively. Each fre-
quency component of the DCT block has its particular λ. The
low frequency coefficients have larger variances and hence a
smaller λ. This is known as the compacting property of the
DCT transform which concentrates the energy of the signal
mostly in low frequency coefficients.

Sullivan has shown that for Laplacian sources, the quanti-
zation rule of (1) is nearly optimal [38], [39]. In the normal

quantization mode of H.264/AVC, the rounding offset, f, is
set to 1/3 for intra frames and 1/6 for inter frames due to
different distributions of coefficients in intra and inter frames.
In adaptive rounding offset mode, f is adapted so that the
nonzero reconstructed coefficient is placed at the centroid
of the corresponding quantization interval, as described in
(13). This option is also available in JM and achieves about
1 dB improvement in rate-distortion performance [40]. For
Laplacian distribution, the adapted f is the same and less
than 1/2 for all quantization levels, although it varies with
λ and Q. The value of f which achieves minimum distortion
is 1/2, and choosing f < 1/2 causes an increase in distortion.
However, the resulting bit rate reduction due to the introduced
dead zone is such that rate-distortion is improved. In all of
our simulations in this paper, in accordance with the adaptive
rounding offset technique of JM, f is determined so that (13)
is satisfied

Qx̂b = E[x|x̂b=N ]
N �= 0.

(13)

The quantization distortion for Laplacian sources has been
obtained already in [37] as

Dq =
λQefλQ(2 + λQ − 2fλQ) + 2 − 2eλQ

λ2(1 − eλQ)
. (14)

It can be proved that for a small enough λQ, Dq approaches
Dqu given in

Dqu =

(
f 2 − f +

1

3

)
Q2 (15)

which is the quantization noise of a uniform signal quantized
with Q.

B. Side Distortion

In addition to quantization distortion, the side decoder also
deals with estimation distortion. The estimation distortion is
computed using the “reconstructed” coefficient as the reference
of distortion

Dest = E[(x̃ − Qx̂est)
2]. (16)

Side distortion, which considers both quantization and es-
timation distortions, will be computed using the “original”
coefficient as the reference of distortion

Dside = E[(x − Qx̂est)
2]. (17)

For calculating the estimation and the side distortions, we
first need to know x̂est . In the following parts, the optimal
estimator is obtained for both CaseI and CaseII and then the
performance of MLMDC with respect to the aforementioned
distortions is studied.

If x̂b is the quantized form of xb its probability distribution
function can be found as follows:

pb(0) = pb(x̂b = 0) = 2
∫ (1−f )Q

0 fb(xb)dxb = 1−
e−(1−f )λQ = Pb0

pb(n) = pb(x̂b = n) =
∫ (n+1−f )Q

(n−f )Q fb(xb)dxb =
(1−e−λQ)eλQf

2 e−λQ|n| = PbNe−λQ|n|.

(18)
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Fig. 2. Quantization of a Laplacian source in MLMDC when λ = 1/10,
Q = 16, and c = 2 for generation of: (a) BC, (b) EC CaseI and x̂b = 1, and
(c) EC CaseII.

The distribution of xe in CaseI is obtained directly by the dis-
tribution of xb divided by the probability of the corresponding
x̂b as follows:

f I
(xe|x̂b)(xe|x̂b) =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

if x̂b > 0

{
(λe−λxe )/PbN

0

−fQ < xe < (1 − f )Q

otherwise

if x̂b < 0

{
(λeλxe )/PbN

0

−(1 − f )Q < xe < fQ

otherwise

if x̂b = 0

{
(λe−λ|xe|)/Pbo

0
−(1 − f )Q < xe < (1 − f )Q

otherwise
(19)

where PbN and Pb0 were defined in (18). The distribution of
xe is determined by the sign of x̂b if x̂b �= 0, and the sign of
xb if x̂b = 0, as expressed in (19).

In CaseII, the coefficients are independent and hence to
find the distribution of xe, we can use that of CaseI without
the mentioned divisions and then adding them together for
all possible x̂b values. The closed form of that with a good
approximation is given by

f II
(xe|x̂b)(xe|x̂b) = f II

xe
(xe)

=

{ λ
2 e−λ|xe| + λ

eλQ−1 |xe| ≤ fQ

λ
2

eλQ

eλQ−1e−λ|xe| fQ < |xe| ≤ (1 − f )Q.

(20)

Derivation details of (20) can be found in the Appendix. Here,
it is assumed that both BC and EC have the same Laplace
parameter in CaseII. The case of BC and EC with unequal
Laplace parameters will be discussed later in Section V.

Signals xb and xe and their corresponding quantized coeffi-
cients, x̂b and x̂e, are shown in Fig. 2 for CaseI and CaseII.
In CaseI, when x̂b is positive [Fig. 2(b)], the interval at which
the distribution of xe is nonzero is not symmetric around zero
and it has a shift toward plus infinity. This happens since the
optimum f obtained by (13) is less than 1/2 and the interval
[−fQ (1 − f )Q] described in (19) is not symmetric.

The number of enhancement levels is determined by the
value of c. A larger value of c clearly leads to more enhance-
ment levels. For example, for the case demonstrated in Fig. 2,
we have three possible levels for EC : 0, +1, −1, and there is
no data for the higher quantization levels. The probability of

Fig. 3. Estimation curves for CaseI . (a) c = 1.5. (b) c = 3.5.

the levels in Fig. 2, pe, can be computed as follows:

pe|x̂b
(1) = pe|x̂b

(x̂e = 1) =
∫ (1−f )Q

(1−f )Q/c
fxe|x̂b

(xe|x̂b) dxe

pe|x̂b
(−1) = pe|x̂b

(x̂e = −1) =
∫ −(1−f )Q/c

A
fxe|x̂b

(xe|x̂b) dxe

where A is − fQ for CaseI and − (1 − f ) Q for CaseII

pe|x̂b
(2) = pe|x̂b

(x̂e = 2) = 0, pe|x̂b
(−2) = pe|x̂b

(x̂e = −2) = 0

pe|x̂b
(0) = pe|x̂b

(x̂e = 0) = 1 − (pe|x̂b
(1) + pe|x̂b

(−1)

+pe|x̂b
(2) + pe|x̂b

(−2)). (21)

For CaseI and CaseII, the corresponding EC distribution
function from (19) and (20) must be used. One can easily
prove that for CaseI

∀ m , n ∈ Z ≥ 0
pe|m (1) = pe|n (1) = pe|−m (−1) = pe|−n (−1) = Pe1p

pe|m (2) = pe|n (2) = pe|−m (−2) = pe|−n (−2) = Pe2p

pe|m (−1) = pe|n (−1) = pe|−m (1) = pe|−n (1) = Pe1n

pe|m (−2) = pe|n (−2) = pe|−m (2) = pe|−n (2) = Pe2n

pe|m (0) = pe|n (0) = 1 − (
Pe1p + Pe2p + Pe1n + Pe2n

)
= Pe0.

(22)

For CaseII, clearly the statements of (22) are true and
furthermore

Pe1p = Pe1n

Pe2p = Pe2n.
(23)

Using the distributions given in (18) and (21), the closed form
of (11) is obtained as in

x̂est =

{
ẑ − sign (ẑ) Z0 |ẑ| ≥ 2
N0ẑ |ẑ| < 2

(24)

where

Z0 =
2Pe2pe2λQ + Pe1peλQ − Pe1ne

−λQ − 2Pe2ne
−2λQ

Pe2pe2λQ + Pe1peλQ + Pe0 + Pe1ne−λQ + Pe2ne−2λQ

N0 =
3Pe2ne

−2λQ + Pe0 + 2Pe1ne
−λQ − Pe2n

Pe2ne−2λQ + Pe0 + Pe1ne−λQ + Pe2n + Pb0Pe1peλQ/PbN

.

(25)

It can be shown that Z0 and N0 are functions of λQ. The
estimation curves for some typical values of λQ and c = 1.5
and c = 3.5 are depicted in Figs. 3 and 4 for CaseI and CaseII,
respectively.

These figures show that CaseI and CaseII have approxi-
mately the same estimators. This happens because x̂b related
terms are dominant and common in both cases. In addition,
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Fig. 4. Estimation curves for CaseII. (a) c = 1.5. (b) c = 3.5.

some estimator lines behave approximately similar to the
identity function; i.e., the input and output of the estimators
are approximately the same. An identical estimator means that
the standard decoder does not need to be modified for side
decoding; an important feature for applications that are already
deployed and difficult to change. Equation (24) declares that
the value of Z0 determines the difference of the estimator and
the identity function. Using a numerical approach, we find that
as long as c satisfies (26), Z0 in (24) is less than 0.2. This
means that using the estimation function for the combined
coefficients larger than 2, the estimated coefficient will be
the combined coefficient minus 0.2; i.e., the change in the
combined coefficient is less than 10%; hence estimating can
be skipped for that case

c ≤
(

6.425

λQ − 0.4274

)0.1131

. (26)

Now, x̂est for some typical values of λ and Q is computed
and Dest and Dside are obtained from (16) and (17) and are
depicted in Figs. 5 and 6 for both cases. Both cases are similar
with respect to estimation distortion but very different in
side distortion; this difference originates from the correlation
between sources in CaseI. To see how the correlation affects
the distortions, the estimation and side distortion resulted by
an identity function estimator are obtained in (27) and (28),
respectively

Dest = E
[
(x̃b − Qx̂est)

2
]

= E
[
(x̃b − Qẑ)2

]
=

E
[
(x̃b − Q (x̂b + x̂e))

2
]

= Q2E
[
x̂2

e

]
.

(27)

The E
[
x̂2

e

]
term is common for both CaseII and CaseI, hence

we have the same estimation distortion for both cases

Dside = E
[
(xb − Qx̂est)

2
]

= E
[
(xb − Qẑ)2

]
=

E
[
(xb − Q (x̂b + x̂e))

2
]

= E
[
x2

b

]
+ Q2E

[
x̂2

b

]
+

Q2E
[
x̂2

e

] − 2QE [xbx̂b] + 2Q2E [x̂bx̂e] −
2QE [xbx̂e] = Ac + Ad.

(28)

The first four terms are common for both cases and are
denoted as Ac; the remaining two terms are denoted as Ad .
Ad is zero for CaseII since the variables are independent. To
obtain Ad for CaseI, we approximate xb with the coefficients
reconstructed by the central decoder; so we have

E [xbx̂e] ≈ E
[
(Qx̂b + Qx̂e/c)x̂e

]
= QE [x̂bx̂e] + QE

[
x̂2

e

]
/c

(29)

Fig. 5. Estimation distortion for CaseI and CaseII, Q = 16, 32. (a) λ = 1/20.
(b) λ = 1/5.

and therefore

Ad ≈ 2Q2E [x̂bx̂e] − 2Q
(
QE [x̂bx̂e] + QE

[
x̂2

e

]
/c

)
=

−2Q2E
[
x̂2

e

]
/c.

(30)
While Ad is zero for CaseII, it is explicitly negative for

CaseI. This is the reason behind a smaller side distortion in
CaseI compared to CaseII.

The distortion achieved by not using the estimation func-
tions is also shown in Figs. 5 and 6. For small values of c,
as we had predicted, there is no need for estimation. As Fig.
5 shows, the estimation distortion for λ = 1/5 and Q = 32 is
less than when Q = 16. For each λ, there exists a particular
value of Q after which the estimation error is decreased with
Q. Increasing Q leads to a higher percentage of coefficients
which can be estimated without error; this happens when both
x̂b and x̂e are zero. One can easily show that this situation will
be more probable for larger Q. Therefore, it is reasonable to
have a smaller estimation distortion for large enough values
of Q.

Surprisingly, the side distortion is decreasing with c for a
particular range of c values for CaseI and λ = 1/5. In other
words, contrary to what was expected, the combination has
reduced side distortion in this region. In CaseI, as shown in
Fig. 2, most of the times BC and EC have the same sign and
therefore the expected absolute value of CC is larger than BC;
i.e., the combination causes the quantization decision levels to
move toward zero. In other words, the combination of BC and
EC for small values of c is equivalent to a simple quantization
(no combination) but with the quantization decision levels
shifted toward zero or equivalently larger rounding offset
(closer to 1/2). We already stated that f = 1/2 achieves
less distortion compared to the rate/distortion optimized value
obtained using (13), which is smaller than 1/2 particularly for
signals with a large λ.

C. Central Distortion

If both descriptions (BC and CC) are available, EC will
be obtained easily by subtracting BC from CC. The central
distortion is equal to the quantization noise of xe when
quantized by Q/c. It can be easily shown that for integer
values of c, the central distortion is equivalent to quantization
distortion of (14) when Q/c is used as quantization step size.
However, simulations show that for non-integer values, this
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Fig. 6. Side distortion for CaseI and CaseII. (a) λ = 1/20 Q = 16. (b) λ =
1/5 Q = 16. (c) λ = 1/20 Q = 32. (d) λ = 1/5 Q = 32.

Fig. 7. Central distortion versus c for some typical values of λ. (a) Q = 16.
(b) Q = 32.

equality is still true but approximately

Dcen
∼= Dq|Q= Q

c
. (31)

The central distortion versus c has been depicted in Fig. 7 for
typical values of λ and Q.

For Q = 16 and λ = 1/10, 1/5, Dq is obtained from (15) and
is independent of λ. One can see that the central distortion by
a given c is degraded when λ or Q increases; in other words,
the performance of MLMDC vanishes for large enough λQ.
Hence, this scheme is not very effective for low content (small
variance) sources with a high degree of compression.

D. Enhancement Rate

The other effect of the combination, in addition to estimat-
ing distortion in the side decoder, is the excess rate needed to
transmit the combined coefficients. In CaseII, ẑ is composed
of two independent coefficients; hence, it has a larger variance
compared to the uncombined coefficient (x̂b). As a result, the
rate needed to transmit ẑ is clearly more than when x̂b is
transmitted. In CaseI, the variance of ẑ also depends on the
correlation between BC and EC; however as shown later, this
correlation does not significantly change the variance of ẑ and
the rate in CaseI is increased as well.

Fig. 8. ERn versus c for some typical values of λQ.

The excess rate due to combination is denoted as enhance-
ment rate (ER) and the rate needed for BC transmission is
denoted as base rate (BR). For bit rate estimation, we calculate
the entropy rate for each DCT coefficient. Therefore ER is
computed as follows:

ER =
∑
ẑ

Pẑ (ẑ) log2( 1
Pẑ(ẑ) )

− ∑
x̂b

Px̂b
(x̂b) log2( 1

Px̂b
(x̂b) ).

(32)

The entropy rate is optimal, but the context adaptive algorithms
used in H.264/AVC, in particular CABAC, are very efficient
and encode the quantized coefficients near the entropy rate. To
study the effect of combination on the transmission rate, the
absolute value of ER is not suitable. Instead, the normalized
value, ERn, is defined as the ratio of ER and BR

ERn =
ER

BR
. (33)

ERn is a function of λQ. Fig. 8 shows the variation of this
variable with c, for some typical values of λQ. ER and BR
are the average of 40 independent simulations performed with
2000 samples. It can be seen that, first, both CaseI and CaseII
have similar ERn behaviors and, second, the signals with
smaller λQ have a lower ERn. In other words, for small values
of λ or Q, combination with EC does not incur a considerable
excess rate. But for large λQ, BR is small and the excess rate
due to combination (ER) will be larger; i.e., both the nominator
and the denominator in (33) vary in the direction of a larger
ERn.

For larger λQ, in addition to larger ERn, we saw that the
central distortion performance is not as good as smaller λQ.
This means that the improvement in the central distortion for
small variance sources is not very much and it may not be able
to compensate the redundancy rate resulting from combination.

V. Performance Comparison

So far we have studied the performance of MLMDC with
respect to distortion and rate, and found that central distortion
will be reduced at the cost of excess side distortion and
excess rate. Actually, this is a common property for all
MDC schemes where redundancy, side distortion, and central
distortion are compromising variables, and the improvement
in central distortion must compensate the side distortion and
redundancy rate. To judge the performance of our method,
the redundancy-rate-distortion (RRD) criterion is used [20],
which is defined as the side distortion achieved at a given
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redundancy and a fixed central distortion. Here, redundancy
is the bit rate needed to send both descriptions in excess of
SDC. In a fixed central distortion, an amount of redundancy
results in a particular side distortion, and the algorithm with
the smaller side distortion is therefore more satisfactory.

The performances of three MDC scenarios namely Splitting,
Replication, and MDTC [21] are compared with MLMDC. In
Splitting, coefficients are divided between descriptions: odd
coefficients in the first description and even coefficients in the
second description. The absent coefficients in each description
are filled with zeros. Zero filling is beneficial for both rate
and distortion. All DCT quantized coefficients are most of
the time zero than any other value (this is the reason for
using the famous zero run-length coding scheme); therefore,
zero filling increases the probability of zeros and decreases
the entropy, hence reducing bit rate. Splitting has the best
rate/central-distortion performance but the lowest side quality.
In Replication, the coefficients are replicated in both descrip-
tions, giving the best side decoding and the worst central
decoding performance. Splitting and Replication are extremes
of MDC strategies. In MDTC, instead of splitting coefficients
themselves, they are first combined by a correlating transform
and then the transformed coefficients are split. At the decoder,
when one description is not received correctly, the missed
coefficient can be estimated from the received one, due to the
imposed correlation. We consider two sources, x1 and x2, both
with and without the same Laplace parameters, to discuss the
rate-distortion and MDC functionality of the MLMDC and to
compare it with the other MDC scenarios.

The descriptions are generated as in (2) and (3) for MLMDC
with c = 2. The MDTC algorithm has been developed and
optimized for Gaussian distribution; however, for comparison
with MLMDC, we used Laplacian sources. The quantization
described in (1) with f = 1/2, the optimal non-orthogonal
combination matrix, and the optimum linear estimator are used
to generate MDTC descriptions as follows:[

ẑ1

ẑ2

]
= T

[
x̂1b

x̂2b

]

T =

⎡
⎢⎢⎢⎣

√
cot (θ)

2

√
tan (θ)

2√
tan (θ)

2
−

√
cot (θ)

2

⎤
⎥⎥⎥⎦

(34)

if ẑ1is available ⇒

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

x̂1est = β1ẑ1 β1 =
E [x̂1bẑ1]

E
[
ẑ2

1

]
x̂2est = β2ẑ1 β2 =

E [x̂2bẑ1]

E
[
ẑ2

1

] .

A typically high redundancy (θ = π/10 in (34) is used for
MDTC. Rate-distortion (RD) curves of the side and central
decoder, as well as RRD curves for some typical values of λ,
are depicted in Fig. 9 for both the same and different Laplace
parameters of x1 and x2. Each signal has 2000 samples and the
distortions and rates are averaged over 40 independent signals.

As we had seen before, the figures show that while the
rate/central distortion of both CaseI and CaseII is nearly the

Fig. 9. RD curves for Splitting, Replication, MDTC, and MLMDC scenarios
for various distribution parameters (λ1, λ2). Left: rate/side-distortion, mid-
dle: rate/central-distortion, right: redundancy-rate-distortion with Q0 = 16.
(a) λ1 = 1/20, λ2 = 1/20. (b) λ1 = 1/10, λ2 = 1/10. (c) λ1 = 1/5, λ2 = 1/5.
(d) λ1 = 1/20, λ2 = 1/10. (e) λ1 = 1/10, λ2 = 1/5. (f) λ1 = 1/20, λ2 = 1/5.
(g) λ1 = 1/5, λ2 = 1/2.5.

same, the side distortion in CaseI is much lower. Mostly, Ca-
seI’s side distortion curve is closer to Replication (optimum),
while its central distortion is much better than Replication.
The best central distortion belongs to Splitting, and MDTC is
placed at the next position in this respect.

In [20], the redundancy rate is consumed for a lower side
distortion, while in MLMDC this is used for a lower central
distortion. Although both are equivalent, for comparison we
must first set a common central distortion and then com-
pare their redundancy/side-distortion curves. For example, at
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Fig. 10. MLMDC: values of cb versus values of λQ.

Q = Q0, MDTC achieves a central distortion of D = D0

while the redundancy in MLMDC leads to a central distor-
tion lower than D0. Therefore, we must find an appropriate
Q1 > Q0 so that the corresponding central distortions are
equal and then measure the obtained side distortion with
Q = Q1. The optimal RRD curves of MDTC (using non-
orthogonal combination matrix) as well as that of Splitting,
Replication, and MLMDC are depicted in Fig. 9. For MDTC
and MLMDC, there exist parameters that control the amount
of redundancy, but for Splitting and Replication, we have zero
and a fixed amount of redundancy, respectively. In other words,
we have only one RRD point for Splitting and Replication, as
shown in the figures. In the RRD curves of MLMDC, the
higher redundancies correspond to smaller values of c, due to
the fact that when c increases, the appropriate Q1 at which the
central distortion is equal to D0 increases too, so an increase
in Q1 leads to a decrease in the redundancy rate. Therefore,
the tail (right most part) of the RRD curves of MLMDC
corresponds to small c parameters, near to the RRD point of
Replication which is equivalent to MLMDC with c = 1. It can
be observed that even though the redundancy of MLMDC is
larger, its RRD curve is better than the others particularly for
signals with small Laplace parameter. From these simulations,
the following analyses are deduced.

1) The performance of CaseI is much better than that of
CaseII in all situations.

2) MDTC was proposed for sources with different distribu-
tion parameters. Essentially, it combines small-variance
sources with-large variance sources. For signals with the
same distribution parameter, the redundancy introduced
by the correlating transform has no gain in side distor-
tion. In other words, MDTC for coefficients with the
same λ is inefficient. However, for natural image/video
sources, it is common that some DCT coefficients have
the same distribution parameters. MLMDC outperforms
MDTC except for signals with very small distribution
parameters. In addition, MLMDC defines a new region
in RRD which is not achievable by MDTC.

3) The performance of MLMDC is degraded for large
variance signals in a constant quantization step size; first,
due to the larger excess rate caused by the combination,
as was shown in Fig. 8, and second, due to smaller
improvement in the central distortion when EC is su-
perimposed, as was shown in Fig. 7. In other words,
the small variance signals have both inferior rate and
distortion behaviors in MLMDC. The situation will be

better when we have a smaller quantization parameter
and hence a smaller ERn.

4) These simulations are performed for two-description
coding. If we use more descriptions, e.g., four-
description coding, the excess rate and hence the side
distortion per description will be reduced and MLMDC
achieves higher efficiency.

5) At low redundancy or equivalently higher values of c,
the RRD curve of MLMDC becomes inefficient. For
example, the side distortion of MLMDC is getting closer
to that of Splitting when c increases, while MLMDC
consumes more redundancy rate. This means that there
is a value for c, denoted as cb, after which Splitting is
more efficient than MLMDC [seen in Fig. 9(c) and (g)].
Simulations show that this bound is a function of λQ

and the number of descriptions. Fig. 10 shows the values
of cb versus λQ, for two-description, four-description,
and six-description coding.

A line with a good fitness can be obtained as follows:

cb =
6.9

(
1 + 1

3 ln
(

n
2

))
λQ + 0.9

(35)

where n is the number of descriptions. Therefore, there is a
bound for the efficient performance of MLMDC; with given λ

and Q. If c ≥ cb, the incurred side distortion and redundancy
rate is quite high and MLMDC is not better than Splitting in
this case.

VI. Experimental Results

We implemented MLMDC in H.264/AVC reference soft-
ware, JM 16.0, although any other DCT-based codec may be
used as well. In H.264/AVC, instead of DCT, a multiply-free
integer DCT (IDCT) with a scaling multiplication is used.
The scaling multiplication is integrated into the quantizer
which leads to fewer multiplications and hence saves com-
putational resources. However, this scaling is compensated in
the quantization process. Since in MLMDC combination and
estimation is performed in quantized levels, there is no need
to worry about them. It is sufficient to calculate and substitute
the actual DCT coefficients distribution in the formulations.
That is, IDCT coefficients must first be scaled and then their
distribution be measured.

Due to poor side distortion behavior, CaseII is excluded
from the experiments. The whole 300 QCIF frames of Akiyo,
Foreman, and Mobile test video sequences, as represen-
tatives of low-rate/content, medium-rate/content, and high-
rate/content sources, respectively, are used to test the perfor-
mance of MLMDC. Only 4 × 4 DCT transform is allowed,
4 × 4 Intra Mode is enabled for intra frames, and RDO and
rate-control are off. This simplifies the algorithm incorporation
in JM without loss of generality. GOP size is set to be 10 and
CABAC is used for the entropy encoder. The error resiliency
tools of H.264/AVC such as B-frames, Flexible MB Ordering,
intra MB-refresh, and others are disabled, in order to observe
the performance of MDCs in noisy channels more clearly. For
the same reason, we have not used any error concealment
techniques either.
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The DCT coefficients distribution is computed frame-wise
and with the given parameter c, the optimal estimation pa-
rameters are calculated for each frame. In each QCIF frame,
there exist 1584 samples for each DCT coefficient of a 4 × 4
block—sufficient for finding the distribution parameter (λ). A
practical MDC approach is to replicate the larger coefficients
and to split the smaller ones. There are several papers which
discuss how to optimally find the threshold for distinction
between the replicating and splitting coefficients for a given
redundancy [13], [14]. However, instead of solving the opti-
mization problem, we consider two cases denoted as Dup2Sp
and Dup4Sp where the quantized coefficients larger than 2
and 4, respectively, are replicated and the rest are alternated
among the descriptions. Splitting is a special case of the above
approach in which all coefficients are split. Intuitively, this has
a central quality better than Dup4Sp and a side quality inferior
to Dup4Sp. Therefore, its performance against MLMDC can
be predicted based on the performance of Dup4Sp and hence
we have not performed a direct comparison with Splitting.

To select another existing MDC method to compare against
MLMDC, methods which preserve the spatial-temporal reso-
lution of the source were considered [17], [29], [41]. Among
these, and based on the discussion in Section II, [29] provides
subjectively better side quality compared to [17] and [41] and
is chosen for our comparison. The redundancy controlled by
the coarse quantization parameter in [29] can be optimized
considering channel loss rate and drift. However, for fair
comparison among all algorithms we do not perform any
optimization and consider two cases for [29] denoted as
Q2MDC and Q4MDC. In Q2MDC, QP of the low rate
slices, QPLR, is QPHR + 2 for two-description coding, and
QPHR + {2, 4, 6} for four-description coding, where QPHR is
the quantization parameter used for the primary (high rate)
slices. Similarly, the increment of QPLR in Q4MDC is 4 units.
Each frame is partitioned into two(four) slices of MBs and
each slice is coded by a quantization parameter determined
as explained above, in two(four)-description coding case.
These schemes together with Replication and MLMDC are
implemented and the comparative rate-distortion curves for
QP = {20, 24, 28, 32} and multiple values of c are obtained.
All MDC scenarios are applied to the luminance component
and the resulting luminance texture bits are counted as bit rate
in the results.

The experimental one-description performances for Akiyo,
Foreman, and Mobile sequences are shown in Figs. 11, 12,
and 13, respectively. The figures include side and central
decoder RD curves for two-description and four-description
coding. In these experiments, each side encoder has its own
prediction loop, with the same ones used in the decoder,
so reference frames are identical in the encoder and the
decoder for all MDC algorithms; i.e., we do not have any
reference mismatch and hence no error propagation. We aim to
compare the performance of all the methods in reconstructing
a frame for which only one description is available, as well as
when all descriptions are received intact. The results show
that MLMDC, particularly for Mobile and Foreman with
large enough coefficients variance, preserves central perfor-
mance while achieving one-description quality approximately

Fig. 11. Experimental rate-distortion curves using MDC scenarios for Akiyo
sequence. (a) Two-description coding, side decoder. (b) Two-description
coding, central decoder. (c) Four-description coding, side decoder. (d) Four-
description coding, central decoder.

Fig. 12. Experimental rate-distortion curves using MDC scenarios for Fore-
man sequence. (a) Two-description coding, side decoder. (b) Two-description
coding, central decoder. (c) Four-description coding, side decoder. (d) Four-
description coding, central decoder.

as much as that of Replication. As mentioned before, for
four-description coding, both side distortion degradation and
rate redundancy per description will be reduced and MLMDC
achieves higher efficiency.

Several points are observed from the figures, as previously
anticipated and explained in this paper.

1) Except for the Akiyo sequence, although the central
decoder RD of MLMDC is near or even lower than that
of the others, its side quality performance is much better
and near Replication (optimal), but with considerably
higher central RD curve.

2) Akyio is a low motion sequence and the DCT coefficients
have a small variance, which leads to a larger ERn
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Fig. 13. Experimental rate-distortion curves using MDC scenarios for Mo-
bile sequence. (a) Two-description coding, side decoder. (b) Two-description
coding, central decoder. (c) Four-description coding, side decoder. (d) Four-
description coding, central decoder.

Fig. 14. Experimental rate-distortion curves using MDC scenarios for Akiyo
sequence on channels with nonzero packet loss rate. (a) Two-description
coding and PLR = 5%. (b) Two-description coding and PLR = 20%. (c)
Four-description coding and PLR = 5%. (d) Four-description coding and PLR
= 20%.

making MLMDC inefficient as discussed already in
Section V.

3) For c = 1.3, the side distortion for MLMDC is slightly
less than Replication. This is due to the combination
which virtually moves the rounding offset closer to 1/2,
the value which gives the minimum distortion.

4) For the central decoder, the quality improvement in
MLMDC is slightly less at low rates compared to high
rates. At low rate encoding or with a large quantization
parameter, as we had predicted before (at fixed c

and λ), the efficiency of MLMDC is degraded with
increasing Q.

Fig. 15. Experimental rate-distortion curves using MDC scenarios for Fore-
man sequence on channels with nonzero packet loss rate. (a) Two-description
coding and PLR = 5%. (b) Two-description coding and PLR = 20%. (c) Four-
description coding and PLR = 5%. (d) Four-description coding and PLR =
20%.

Fig. 16. Experimental rate-distortion curves using MDC scenarios for Mo-
bile sequence on channels with nonzero packet loss rate. (a) Two-description
coding and PLR = 5%. (b) Two-description coding and PLR = 20%. (c) Four-
description coding and PLR = 5%. (d) Four-description coding and PLR =
20%.

The above results show the performance of MLMDC in
a lossy scenario where one description is always received
correctly while the others are completely lost. Another loss
scenario is one where any channel randomly drops packets,
which we evaluate next. The packets depending on the channel
status might be received intact or completely lost. Each packet,
in order to be independently decodable, must contain an
integer number of slices (slice is the smallest independently
decodable unit) and smaller than the maximum transportation
packet (MTU) of the network (to avoid fragmentation). The
widely-used and typical size of MTU is 1500 bytes, due to
Ethernet limitations, and the fact that the great majority of
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end-points are on Ethernet. For MTU size of 1500 bytes, in
order to maximize channel throughput, the payload size is set
to be 1460 bytes where 40 bytes are reserved for RTP/UDP/IP
header information. Each slice contains a group of MBs of the
frame in raster scan order and also the header information, and
has a maximum size of 1460∗8 bits. In the case that the entire
frame as one slice cannot fill the payload of the transport
packet, slices are terminated such that an integer number
of slices can be encapsulated into a 1460-byte packet and
hence each packet, independent of the other packets, will be
decodable. The same configuration has been used for all of the
evaluated MDC methods so the comparison is fair. It is worth
mentioning that in this scenario for Q2MDC and Q4MDC,
where we had low-rate and high-rate slices, the quantization
parameter is not changed slice-wise. QP is constant for each
half (quarter) of the total MBs in a frame for two(four)-
description coding just as before, but all MBs with the same
QP are not coded as one slice and slices are built based on
the fixed packet size scenario explained.

For this scenario in our experiment, all MDC algorithms are
implemented in Class-B as defined in [32]; i.e., predictors use
the same predictor that would be used by an SDC. Therefore,
there will exist a reference mismatch if all of the descriptions
are not available. In MLMDC, each CC is inserted into one
description and the corresponding coefficient in the other
descriptions is BC. Therefore, in the case of four-description
coding and with at least two received descriptions, all BCs
are available and the reference picture can be perfectly recon-
structed, even when coding in Class-B. In the experiments,
given the packet loss rate (PLR), 50 random packet loss pat-
terns with Bernoulli distribution are generated and applied on
each channel. The channels are assumed to be independent and
the average video quality over 300 frames of test sequences
is measured. The results are shown in Fig. 14, 15, and 16 for
Akiyo, Foreman, and Mobile sequences, respectively.

The following can be observed.
1) For the Foreman and Mobile sequences, our proposed

method is the best except for two-description coding and
PLR = 20%, for which MLMDC is the second best after
Replication. Note that Replication has poor performance
when the loss rate is lower.

2) If a packet containing a slice in one description is lost,
that slice is decoded by the side decoder and hence we
have a side quality for that slice. Now, the following
frames that use the blocks of this slice as the prediction
reference cannot be decoded at the central quality even
when using all descriptions. This is the reason for the
superior performance of Replication in two-description
coding and high packet loss rate.

3) The other MDCs are more efficient than MLMDC for
Akiyo and generally low content videos, as we had
discussed before.

4) Comparison of the two-description and four-description
coding curves shows that with respect to rate-distortion
performance, two-description coding for both values
of PLR is more efficient than four-description coding.
At high enough loss rates, the performance of four-
description coding will be better than that of two-

Fig. 17. Effect of estimation for two-description coding, Mobile sequence.
(a) c = 1.3 and QP = 20. (b) c = 3.2 and QP = 32.

description coding; however, usually the channels are
not that lossy. But, there are reasons other than channel
loss for using four descriptions or even higher number
of descriptions. For example, to cope with bandwidth
heterogeneity, MDC with higher number of descriptions
provides better bit rate scalability. Furthermore, MDC is
usually paired with multipath transmission (MPT) where
each description is sent over a separate path. Some
features of MPT such as increase in total aggregated
bandwidth, decrease in probability of outage and delay
variability is improved with higher number of paths
and hence with higher number of descriptions (as much
as system complexity allows) [42]. With the higher
number of paths (descriptions) the required bandwidth
per channel is reduced. For example, for having an
average quality of 40 dB when PLR = 20% for MLMDC
with c = 2 and Mobile sequence, in the case of two-
description coding, each channel needs to have at least
2150 kb/s bandwidth [Fig. 16(b)], while using four-
description coding reduces this value to 1500 kb/s [Fig.
16(d)].

We showed that for small values of c such that (26) is
satisfied, the estimation function is approximately the identity
function and there is no need for estimation. The curves in
Fig. 17 verify this claim; they are the samples of when c

is respectively smaller [Fig. 17(a)] and larger [Fig. 17(b)]
than the bound given in (26). This figure is a frame-wise
description of the experiment in Fig. 13 with the addition of
“No Estimation” case. We also see a steep fall in the PSNR
of frame #1, which can be explained because the rounding
offset f (determined by the adaptive algorithm of JM) has not
yet converged to the optimum value for the first P frame. For
QP = 32, the effect of this non-optimum f is less significant.

Therefore, for small values of c compared to 1/λQ, the
estimator does not change the combined coefficients; meaning
that a standard decoder without any modifications can be used
for side decoding. However, similar to other MDC schemes,
the central decoding routine must be incorporated in standard
decoders.

VII. Conclusion

A new drift-free multiple description coding scheme, called
MLMDC, was presented with the purpose of increasing the
quality of the video compared to the other MDC schemes,
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when some packets are lost. In MLMDC, each description is
constructed by combining BC and EC coefficients; the latter
is controlled by a parameter c. In the central decoder, the
combined coefficients are separated and similar to CGS de-
coding, the coefficients are superimposed. In the side decoder,
the base coefficient is estimated by the conditional expected
value of all the possible values. We also showed two possible
combination methods, where BC and EC can be from one
DCT coefficient, denoted as CaseI, or from two different DCT
coefficients, denoted as CaseII. Both had almost the same
estimation distortion and redundancy but with a much different
side distortion, due to the correlation which exists between
the coefficients in CaseI. Compared to other MDC schemes,
it was observed that our method is more efficient for DCT
coefficients with not too large a Laplace distribution parameter.
The efficiency of MLMDC was also verified by experimental
results, where a good side and central quality was observed,
which is not possible with the existing MDC schemes. The
improved side performance leads to higher average video
quality at the receiver in lossy networks such as the Internet,
in particular for four-description coding.

Appendix

For a Laplacian source and quantization rule described in
(1) for each quantization level, N, we have

N > 0 ⇒ −fQ ≤ xe < (1 − f ) Q & fN (xe)

=
λ

2
e−λQNe−λxe

N < 0 ⇒ − (1 − f ) Q < xe ≤ fQ & fN (xe)

=
λ

2
e λQNe λxe

N = 0 ⇒ − (1 − f ) Q < xe < (1 − f ) Q & f0 (xe)

=
λ

2
e−λ|xe| .

(36)
Now, to obtain f II (xe), we must sum up of the quantization
errors in all quantization regions

fQ ≤ xe < (1 − f ) Q ⇒
f II (xe) =

∞∑
N=0

fN (xe) =
λ

2
e−λxe

∞∑
N=1

e−λQN +
λ

2
e−λxe

=
λ

2
e−λxe

(
eλQ

eλQ − 1

) (37)

and

0 < xe < fQ ⇒
f II (xe) =

∞∑
N=−∞

fN (xe) =
λ

2
e−λxe

∞∑
N=1

e−λQN+

λ

2
e−λxe +

λ

2
eλxe

−1∑
N=−∞

eλQN =
λ

2
e−λxe

(
eλQ

eλQ − 1

)
+

λ

2
eλxe

(
1

eλQ − 1

)
=

λ

2
e−λxe + λcosh (λxe)

(
1

eλQ − 1

)
∼=

λ

2
e−λxe +

λ

eλQ − 1
.

(38)

Clearly, function f II (xe) is symmetric around zero and thus
we have

f II
xe

(xe) =

⎧⎪⎪⎨
⎪⎪⎩

λ

2
e−λ|xe| +

λ

eλQ − 1
|xe| ≤ fQ

λ

2

eλQ

eλQ − 1
e−λ|xe| fQ < |xe| ≤ (1 − f ) Q.

(39)
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