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Abstract

We describe a cross-layer architecture we are developing in order to offer mobility support to wireless devices executing multimedia applications which require seamless communications. This architecture is based on the use of pairs of proxies, which enable the adaptive and concurrent use of different network interfaces during the communications. A cloud computing environment is used as the infrastructure to set up (and release) dynamically the proxies on the server-side, in accordance with the pay-as-you-go principle of cloud based services.

1. Introduction

In this document we describe an on-going project aimed at the provision of support to mobile devices, equipped with multiple wireless network interfaces (NICs), running multimedia applications. Specifically, we have developed a cross-layer architecture which offers always-connected services by exploiting all the networks available to the user, and by dynamically adapting their use on the basis of their performance and costs. Thus, our architecture can provide its users with reliable communications even in presence of vertical and horizontal handoffs, and can optimize those communications, augmenting the probability of meeting application QoS requirements such as responsiveness, availability, continuity of the communication service.

Our cross-layer architecture is able to manage different types of communication flows, based on either the UDP or the TCP transport protocols. Basically, it offers an adaptive use of different network technologies, transparently to the applications, by exploiting a pair of proxies for each mobile device. A client proxy needs to be installed (or simply loaded in memory) on the mobile device, while a server proxy executes over the Internet on a fixed host with a public IP address (see Figure 1).

The cross-layer part of the proposed architecture is confined into the client proxy which is the only component that depends on the mobile device operating system. In essence, the client proxy is in charge of managing the wireless networks and dynamically deciding which network to use on a packet basis. The server proxy is aware that each client can use multiple nets, and that messages from the same client (i.e., belonging to the same communication flow) may be received coming from different IP addresses. Hence, once identified all the messages that belong to the same client, it rebuilds the communication flow from that client and forwards that client’s messages to their destination. Thus, the server proxy appears as the client to the destination host. Moreover, the pair of proxies implements packet load balancing and retransmission on the wireless channels to meet application QoS requirements.

Our mobility management mechanism overcomes a number of limitations of other existing approaches. In particular, the Mobile IPv6-based architectures, such as Fast Handover MIPv6 [1] and Proxy MIPv6 [2], need that network infrastructures be modified to add IPv6 capabilities and, moreover, do not allow the simultaneous use of the multiple network interfaces of the mobile node. Others solutions at the ISO/OSI transport layers, such as Datagram Congestion Control protocol [3] and Mobile Stream Control Transmission protocol [4] require the end user applications be modified. In contrast, our solution does not require modifications of the access networks or the applications that may use “proxies”, such as Web-based and SIP/RTP-based multimedia applications.

2. The cloud-based architecture

The basic architecture composed of the two proxies, in Figure 1, has been fully implemented and has already been exploited to support, in an urban context, different types of applications, such as Web 2.0 applications [5], online games, Voice over IP applications [6], mobile video surveillance systems [7].
However, a practical limitation of our approach is that a server-proxy is needed for each corresponding client, even if a given server-proxy may serve more than one client simultaneously. In addition, the server-proxy should be located close to the client so as to reduce the network latency and optimize the server’s responsiveness. Hence, in order to deploy effectively our mobility management mechanism over the Internet and make it work on a large-scale, some scalable solution is needed. This is where the cloud computing enters into the picture. Cloud architectures support dynamic resource provision and allocation so as to allow applications to scale on demand, and minimize the waste associated with underutilized computing resources. The idea is that our server proxies might be dynamically allocated (released) once a client joins (leaves) the network. The client might contact a gateway that allocates the resources and provides details on the allocated server proxy. This would augment the scalability of the system and optimize the resource usage. It is worth pointing out that also the gateways run on top of the cloud subsystem.

The overall system architecture we propose is composed of the following three principal subsystems that are depicted in Figure 2:

i) the general-purpose cloud subsystem that virtualizes the resources and provides the typical cloud services necessary to implement the server side of the distributed terminal mobility support subsystem. In particular this subsystem is composed of four layers: the lower three layers are in charge of, respectively, managing physical resources of the hosts, running the virtual machines on the selected host of the cloud, and providing admission control, accounting and billing. The higher layer provides libraries, tools and environment for the applications.

ii) the cloud-side mobility support subsystem, deployed on the cloud, provides the users with the application specific always-connected service, and is composed of the previously cited gateways and server proxies. It is responsibility of the gateway the selection, for each given mobile user, of the most suitable location for the server proxy, so as to reduce the network latency between the pair of proxies.

iii) the mobile user subsystem, located at the mobile device, that runs both the user application and the client proxy that hides the effects of the user movements.

3. Concluding remarks

We are planning to carry out a validation and a thorough experimental assessment of the performance of our cross-layer architecture as soon as its development will be completed. In addition, we would like to extend our study on this class of architectures to investigate the impact of dependability issues, such as fault tolerance and security, on their design.
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