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Abstract

A formal approach for the design and analysis of concurrent systems is proposed which integrates two different orthogonal aspects of time: (i) the aspect of probabilistic-time, concerning the probabilistic quantification of durations of system activities via exponential probability distributions and the evaluation of system performance through the analysis of Continuous Time Markov Chains (CTMCs), and (ii) the aspect of real-time, concerning the expression of time constraints and the verification of exact time properties. We show that these two aspects, that led to the introduction of different specification paradigms called Markovian process algebras and timed automata, respectively, can be expressed in an integrated way by a single language, namely a process algebra capable of expressing both probabilistic durations and time bounds.

In the first part of the thesis we present some fundamental results about process algebras with durational actions that will be used in the rest of the thesis. In particular we present three techniques for expressing the semantics of durational actions in process algebra (called ST semantics in the literature), where actions are seen as a combination of start and termination events. The first technique, called the static name technique, allow us to decide weak ST bisimulation equivalence over a wide class of recursive processes; the second technique, called the dynamic name technique, allow us to decide and axiomatize weak ST bisimulation equivalence over the same class of processes, at the price of an increased size of the semantic models of processes; while the third technique, called the stack technique, allows us to keep deciding and axiomatizing weak ST bisimulation equivalence when we introduce an action refinement operator, at the price that names for actions are lost in the semantic models of processes.

In the second part of the thesis we present a stochastic real-time process algebra which solves the problem of integrating timed automata and Markovian process algebras, by expressing activities with generally distributed durations, which are given an ST semantics. The introduction of such a language, called calculus of Interactive Generalized Semi-Markov Processes (IGSMPs), besides giving the opportunity of modeling and analyzing concurrent systems accounting for both probabilistic-time and real-time aspects in an integrated way, offers to the modeler a great expressive power making it feasible to produce detailed specifications of real systems. IGSMP specifications can be directly analyzed through standard discrete event simulation and by means of new techniques that we introduce: minimization via a notion of bisimulation based equivalence which abstracts from internal system activities and derivation of the underlying performance model in the form of a Generalized Semi-Markov Process (GSMP). We also present formal techniques for compositionally deriving, from an IGSMP specification, a pure real-time model (called Interactive Timed Automaton), by considering the support of general distributions, and a pure probabilistic-time model (called Interactive
Weighted Markov Chain), by approximating general distribution with phase-type distributions (combinations of exponential distributions), which are guaranteed to be consistent, in that represent different aspects of the same initial system specification, and can be analyzed by exploiting standard techniques and existing software tools. The latter technique is particularly significant in that: (i) it shows process algebra to provide exactly the machinery necessary for approximating GSMPs with CTMCs through phase-type distributions, and (ii) it shows ST semantics to be the adequate semantics for generally distributed time in that approximation of activity durations with phase-type distributions is a form of action refinement. We conclude this part of the thesis by solving the issue of dealing with weakly guarded recursion in interactive timed processes: we present a complete axiomatization over finite-state weakly guarded interactive timed processes.

In the third part of the thesis we present an alternative methodology to integrate fixed and probabilistic durations in a single language, which is based on discrete time, as in Discrete Time Markov Chains (DTMCs), instead of continuous time (as in CTMCs and GSMPs). Such an approach expresses the behavior of processes by means of generative-reactive transition systems: an extension of DTMCs with action types expressing multi-way process synchronization through a mixture of the classical generative and reactive models of probability. Moreover, differently from classical discrete time process algebras, where parallel processes are executed in synchronous locksteps, it allows processes with (possibly) different mean advancing speeds to be modeled, hence processes whose actions have a different mean duration. As a further result we show that, when evaluating steady state based performance measures, such an approach provides an exact solution even if advancing speeds are considered to be exact instead of probabilistic, i.e. actions have a fixed duration, without incurring the state space explosion problem which arises with standard synchronous approaches. We show the effectiveness of this approach by presenting a case study on multi-path routing.

The purpose of the fourth part of the thesis is to integrate the two approaches presented in the second and third part into a single language and to furthermore add expressive features, such as multi-level priorities and rewards, in order to make it suitable for modeling and analyzing real systems. We solve this issue by first developing EMPA$_{gr}$, an extension of the existing algebra Extended Markovian Process Algebra (EMPA) with the generative-reactive synchronization mechanism introduced in the third part of the thesis. EMPA$_{gr}$ is a Markovian process algebra capable of representing both discrete and continuous time systems, where we can express: activities with exponentially distributed durations (which are not considered when doing discrete time specifications), activities with a discrete duration (which are assumed to take time zero in continuous time), probabilities, multi-level priorities and the generative-reactive synchronization mechanism. Then we extend the process algebra EMPA$_{gr}$ with the capability of expressing performance measures at the algebraic level by attaching bonus and yield rewards to actions. Finally we develop the algebra Generalized Semi-Markovian Process Algebra (GSMPA) which further extends the expressive power of EMPA$_{gr}$ to activities with a generally distributed duration.

For all the process algebras that we introduce we present a notion of bisimulation equivalence (which abstracts from internal actions for the algebras of the second part of the thesis) which is shown to be a congruence for all the algebra operators and (apart from GSMPA) a sound axiomatization which is shown to be complete over finite-state algebra processes.
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The Expressive Sheila’s Poem

To Torey With Much
“Love”

And the rest came
They tried to make me laugh
They played games with me
Some games for fun and some
For real and for keeps.
And then they went away
Leaving me in the ruins of the games
Not knowing which were for fun
And which were for keeps and
Leaving me alone with the echoes of laughter that wasn’t mine.

Then you came
With your funny way of being
Not quite human
And you made me cry.
And you didn’t seem to care if I did
You just said the games are over
And waited
Until all my tears turned into
Joy.
With much love,
Sheila

The expressive poem of Sheila (about 11 years old) dedicated to her teacher Torey Hayden, from the book “One Child” by Torey L. Hayden.
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Chapter 1

Introduction

Thanks to the success of personal communication and calculation technologies, of computer networks and of multimedia global systems (WEB), the role played by distributed systems and communication protocols in modern society is getting more and more prominent in every day life. However, an adequate comprehension of the phenomena that such complex systems may exhibit, as e.g. coordination problems or problems arising from a bad system performance, that turn out to be important from a practical viewpoint, has not gone along with their development. A rather unfortunate consequence of the absence of an adequate theory for such systems is that the software produced does not offer enough correctness guarantees, a problem which is particularly severe whenever human lives may depend from software correctness. Formal methods are assuming a more and more important role in the design of software which is critical for such systems, especially because they offer a strong theoretical basis for verifying their correctness and estimate their performance. Moreover they offer instruments for early system prototyping that may contribute to reduce the time of software development, helping to detect possible design errors in the early stages of production and avoiding the high costs arising from detecting them at a late stage.

The development of a software product requires, similarly as the other industrial products, an engineering cycle which is mainly composed of an initial specification stage and of a successive implementation stage. By using formal methods, it is possible to develop non-ambiguous specifications of systems which are analyzable with automated software tools. In particular, it is possible to verify the correctness of such specifications with respect to a certain set of requirements or to carry out a preliminary analysis of system performance, so to detect the design decisions that give the best results. The main objective of this thesis is to develop new techniques for the formal verification of real-time properties and the evaluation of performance of distributed systems and communication protocols.

1.1 Modeling and Analyzing Concurrent Systems via Stochastic Time and Real-Time

The importance of considering the behavior of concurrent systems with respect to time during their design process has been widely recognized [107, 87, 7, 19, 49, 90, 139, 39, 69, 99, 113, 44, 36, 11, 133, 132, 131].
In particular two different approaches for expressing and analyzing time properties of systems have been
developed which are based on formal description paradigms.

A first approach is devoted to the evaluation of the performance of concurrent systems (see e.g. [107, 87, 19, 138, 99]). According to this approach the time spent by a system in a certain activity is expressed
probabilistically through a distribution of duration. Performance measures of systems can then be evaluated
via mathematical or simulative techniques. This approach has led to the definition of stochastic process
algebras, an extension of standard process algebras where a distribution of duration is associated with each
action of a process. In most cases, as in [19], the expressiveness of such algebras is limited to exponential
distributions of time, because this causes the passage of time to be “memoryless”. As a consequence it is
possible to completely avoid explicitly representing durations in semantic models. Moreover the limitation
to exponential distributions allows for a straightforward transformation of the semantic model of a system into
a Continuous Time Markov Chain (CTMC), a stochastic process which is easily mathematically analyzable
for deriving performance measures. For this reason they are called Markovian process algebras. It is worth
noting that the limitation imposed over durations is very strong because not even deterministic (fixed)
durations can be expressed.

A second approach concentrates on the aspect of real-time, i.e. the expression of time constraints and
the verification of exact time properties (see [11, 133, 132, 131] and the references therein). By this approach
the parts of the system that are critical from the viewpoint of time bounds can be validated during the
design phase through techniques such as e.g. model checking [11]. In this view timed automata have been
developed by extending standard labeled transition systems with the representation of time by means of
clocks. The time value assumed by a clock in a timed automata increases as time passes. In timed automata
we have transitions representing the setting of a clock with a certain time value and transitions which can
be executed provided that clocks satisfy a certain time constraint (see e.g. [11, 133, 132, 131]).

1.2 Integrating Stochastic Time and Real-Time via General Dis-
tributions

In the following we present the basic idea for integrating stochastic time and real-time in a single specification
paradigm by means of generally distributed probabilistic time that we introduced in [32], we discuss how to
develop a specification language expressing generally distributed time, and we present an integrated approach
for the specification and analysis of Stochastic Real-Time concurrent/distributed systems.

1.2.1 The Basic Idea

The different aspects of time expressed by the Stochastic Time and Real-Time approaches can be seen as
being orthogonal.
According to the first approach the possible values for the duration of an activity are quantified through probabilistic (exponential) distributions, but no time constraint is expressible: all duration values are possible with probability greater than zero. In Fig. 1.1 we depict the probability density for the duration values of an activity with an exponentially distributed duration.

According to the second approach some interval of time is definable for doing something, but the actual time the system spends in-between interval bounds is expressed non-deterministically. For instance, in Fig. 1.2 we depict an activity whose duration must be between 2 and 4 time units. Note that activities with a deterministic (fixed) duration are expressed when interval bounds coincide. For instance, in Fig. 1.3 we depict an activity whose duration is certainly 3.

A specification paradigm capable of expressing both aspects of time should be able of expressing both time constraints and a probabilistic quantification for the possible durations which satisfy such constraints. We obtain such an expressive power by considering stochastic models capable of expressing general probability distributions for the duration of activities. In this way time constraints are expressible via probability distribution functions that associate probability greater than zero only to time values that are possible according to the constraints. Technically, the set of possible time values for the duration of an activity is given by the support of the associated duration distribution. This idea of deriving real-time constraints from

**Figure 1.1**: Stochastic Time (Markovian) Activity

**Figure 1.2**: Real-Time Activity

**Figure 1.3**: Activity with a Fixed Duration
distribution supports, that we have introduced in [32], was subsequently applied also in [50] and [67]. For instance, in Fig. 1.4 we depict an activity with a distribution whose support is the interval of Fig. 1.2. Note that with this approach we can also represent deterministic durations via trivial distribution functions that give all the probability to a single value of time.

Representing the real-time and probabilistic-time in a single specification paradigm allows us to model a concurrent system more precisely by expressing and analyzing the relationships between the two aspects of time. Moreover, the capability of expressing general distributions gives the possibility of producing much more realistic specifications of systems. System activities which have an uncertain duration could be represented probabilistically by more adequate distributions than exponential ones (e.g. Gaussian distributions or experimentally determined distributions).

1.2.2 Process Algebras with Generally Distributed Time

A formalism expressing systems with generally distributed delays should originate from probabilistic models which are well-founded from the viewpoint of probability theory. In particular it is well-known that the behavior of systems employing generally distributed durations which can be executed in parallel are stochastic process called Generalized Semi-Markov Process (GSMP). A GSMP describes the temporal behavior of a system by using elements, which act similarly as clocks of a Timed Automata. In particular the temporal delays in the evolution of a system are represented by clocks (elements) whose duration is determined by an associated generally distributed random variable. In this way the temporal behavior of the system is “guided” by the events of start and termination of clocks (elements).

The most natural way to develop a specification paradigm for concurrent systems with generally distributed delays is, therefore, to consider a model with clocks (similar to a Timed Automaton), where each clock has an associated general probability distribution of duration. Moreover in the model clock start and clock termination events must be expressed. We consider this approach using clocks for modeling systems with generally distributed delays to be convenient with respect to other approaches in the literature (see Chapter 6) since it makes it relatively simple to turn models into GSMPs or Timed Automata for analyzing system properties. Based on this idea, in Chapter 6 we introduce Interactive Generalized Semi-Markov
Processes (IGSMPs) as models which give the possibility of specifying systems as the parallel composition of subsystems described by GSMPs (along the lines of [99], where the same problem is attacked for Continuous Time Markov Chains). An IGSMP represents the behavior of a component through a set of clocks with an associated duration distribution, by employing both standard action transitions, representing the interactive behavior of the component, and clock start transitions and clock termination transitions, representing, in analogy to Timed Automata, the timed probabilistic behavior of the component. Clock start transitions are labeled with a clock name and a weight [150] and represent the event of start of a temporal delay whose probabilistic duration is given by the distribution associated with the clock. Weights are used to express probabilistic choices when several clock start transitions can be performed in a system state. Clock termination transitions are labeled with a clock name and represent the event of termination of the corresponding temporal delay.

As far as the problem of developing a process algebra with generally distributed delays is concerned, the fundamental issue is to understand how to define the operational semantics and the semantic reasoning, e.g. the definition of an adequate notion of bisimulation based congruence, for such an algebra.

In [39] we recognized that the problem of developing a semantics for a process algebra with generally distributed delays is essentially the problem of representing the execution of a temporal delay as the combination of a start and a termination event in such a way that pair of events derived from the execution of a clock are somehow related, e.g. by deriving a clock name for the delay. This exactly corresponds to consider classical ST semantics [81] for delays. In particular clock names are obtained if we use a technique for expressing ST semantics based on names and not, e.g., on pointers [52]. The entire first part of the thesis (Chapter 3) is dedicated to results concerning the decidability and axiomatizability of ST semantics and ST weak bisimulation in process algebras, which are used several times in the rest of the thesis. In particular we introduce three methods for expressing ST semantics: one based on static names, one based on dynamic names and one based on a stack technique. The semantics of the calculus of IGSMPs is based on the dynamic name technique, which allow equivalence between processes to be established by a simple variant of the notion of observational congruence of [122].

Another important issue to address when developing a semantics for a process algebra with generally distributed delays is how to interpret a choice “+” between delays. Our claim (introduced in [41]) is that, while in the “Markovian world” the most natural solution is to adopt a race policy where the choice is solved in favor of the delay which terminates first, when we consider general distributions a convenient solution is to adopt a preselection policy where, first one of the delays is selected according to a probabilistic choice, and then the selected delay is executed. A justification for this claim can be found in the difference between the structure of GSMPs, where probabilistic choices are explicitly represented, and CTMCs, where probabilistic choices are implicitly expressed through races between exponential delays. On the other hand, supposed that we consider a process algebra where temporal delays with distribution $f$ are represented by actions $<f,w>$, a preselection policy where delays are probabilistically chosen according to weights $w$ is
naturally obtained with ST semantics by associating the weight $w$ with the transition representing the delay start. Based on this ideas in Chapter 7 we define a process algebra for deriving IGSMPs (we call it “calculus of IGSMPs” in analogy to [99]), which is simply an extension of a standard process algebra with the new action prefix <$f, w>$.

1.2.3 An Integrated Approach

In Fig. 1.5 we show how process algebra with generally distributed time can offer the possibility of an integrated approach for the modeling and analysis of Stochastic Real-Time concurrent/distributed systems. In particular in the second part of the thesis we will realize this integrated approach in the case of the calculus of IGSMPs. IGSMP specifications can be directly analyzed through standard discrete event simulation (see e.g. [82]) and by means of new techniques that we introduce: minimization via a notion of bisimulation based congruence which abstracts from internal system activities, and derivation of the underlying performance model in the form of a GSMP for IGSMPs which are complete both from the interactive and from the performance viewpoints. The performance of a GSMP can then be evaluated by using simulative or mathematical methodologies. Exact mathematical analysis can be carried out, in some cases, by employing the notion of insensitivity [121]: in an insensitive GSMP the duration distributions can be replaced with exponential distributions with the same mean, so the problem reduces to solve a CTMC.

Besides the possibility of performing combined analysis, we also present (in Chapter 8) formal techniques for compositionally deriving, from an IGSMP specification:
(i) A pure stochastic time (Markovian) specification in the form of a term of the calculus of Interactive Weighted Markov Chains (IWMCs), a probabilistic extension of Interactive Markov Chains [99] introduced in Chapter 4, by approximating general distributions with combinations of exponential distributions (the so called phase-type distributions). A consequence of this transformation is that all duration values for delays get probability greater than 0. Hence the information about time constraints (related to the real-time behavior of the system) is lost.

(ii) A pure real-time specification in the form of a net (a parallel composition) of Interactive Timed Automata (ITA), a variant of Timed Automata [11, 132] introduced in Chapter 5, by considering the support of general distributions, i.e. the set of time values that are given probability (density) greater than 0, and by turning probabilistic choices into non-deterministic choices. As a consequence the information related to the probabilistic-time behavior of the system is lost.

Interactive Weighted Markov Chains are basically an extension of Continuous Time Markov Chains with action transitions, representing the ability of the process to interact with other processes, and probabilistic transitions, representing probabilistic choices internally performed by the process. In particular Interactive Weighted Markov Chains extend Interactive Markov Chains of [99] with the capability of representing probabilistic choices through transitions labeled with weights [150]. From a complete IWMC specification a CTMC can be straightforwardly derived which can be analyzed with standard mathematical techniques and software tools (see e.g. [147]) for deriving performance measures of the system.

Interactive Timed Automata are a variant of classical Timed Automata [11, 132], where action executions, events enabled on the basis of clock constraints and clock reset events are expressed by means of separate transitions. The advantage of ITA with respect to existing Timed Automata is that action transitions can be dealt with separately from time-related transitions, hence making it easy to define, e.g., a notion of weak bisimulation. They can be analyzed via model checking for verifying real-time properties of systems with existing techniques and software tools (see e.g. [154, 116]).

The IWMC and the ITA obtained from an IGSMP specification are guaranteed to be consistent, in that represent different aspects of the same initial system specification. The technique leading to the derivation of the IWMC is particularly significant in that: (i) it shows process algebra to provide exactly the machinery necessary for approximating GSMPs with CTMCs through phase-type distributions, and (ii) it shows ST semantics to be the adequate semantics for generally distributed time in that approximation of activity durations with phase-type distributions is a form of action refinement.

Finally, we face the problem of dealing with “Zeno” processes (technically, weakly guarded processes) in interactive timed process algebras, so that our integrated approach can be extended also to these kind of processes. This problem is solved in Chapter 9 where we present a complete axiomatization over finite-state weakly guarded interactive timed processes.
1.3 Integrating Fixed and Probabilistic Durations via Discrete Time

An alternative methodology to integrate fixed and probabilistic durations in a single language is presented in the third part of the thesis (Chapter 10). Such a methodology is based on discrete time, i.e. time is not considered to be continuous (as in CTMCs and GSMPs) but is represented by a sequence of discrete steps as in Discrete Time Markov Chains (DTMCs). In particular, we make use of a discrete time process algebra expressing probabilistic external/internal choices, multi-way synchronization, and processes with different advancing speeds.

Such an algebra is obtained by employing a probabilistic asynchronous parallel operator (similar to that considered in [13]) and a CSP-like generative-reactive synchronization mechanism (similar to that considered in [155]). In particular, the semantics of processes is expressed by means of generative-reactive transition systems: an extension of DTMCs with action types expressing multi-way process synchronization through a mixture of the classical generative and reactive models of probability [80]. Moreover, differently from existing discrete time process algebras (see e.g. [112, 150, 118]), where parallel processes are executed in synchronous locksteps, the parallel operator that we adopt allows processes with different probabilistic advancing speeds (mean number of actions executed per time unit) to be modeled. Therefore we can specify different processes by means of actions with a different mean duration.

In Chapter 10 we show that, when evaluating steady state based performance measures which are expressible by attaching rewards to the actions of a process algebraic specification, the measure obtained with the algebra is exact even if advancing speeds of processes are considered not to be probabilistic, i.e. actions have a fixed duration. This result gives the possibility of analyzing systems which employ both probabilistic and fixed durations without resorting to generally distributed durations. Such analysis is very simple to be conducted in that, thanks to the usage of generative-reactive transition systems, the semantic model of a complete system is always a DTMC. Moreover, even if we restrict the attention to fixed durations only, the modeling technique presented in Chapter 10 is also very advantageous with respect to a classical synchronous approach, in that it avoids the explosion of the system state space when actions with largely different durations are employed in the system specification. The expressiveness of the calculus is shown in Chapter 10 by means of a non-trivial case study on multi-path routing which employs both fixed and probabilistic durations and actions with largely different durations (ranging from from half a microsecond to 20 milliseconds).

Finally it is worth noting that the axiomatization technique that we present in Chapter 10 (which is based on the introduction of an auxiliary operator) solves the open problem of cleanly axiomatizing action restriction in the generative model.
1.4 Gaining Expressivity: Modeling and Analyzing Real Systems

As a final issue, in the fourth part of the thesis we face the problem of developing a specification language which integrates the two approaches presented in the previous two sections (one based on continuous time and the other one based on discrete time) and which is endowed with additional expressive features, such as multi-level priorities and rewards, so that it is expressive enough to model real systems. This is confirmed by the modeling experience with the process algebra Extended Markovian Process Algebra (EMPA) [23, 8, 9, 28, 19], which has shown the necessity of considering all the mechanisms above in order to develop relevant case studies.

We solve this problem by first developing, in Chapter 11, EMPA_{gr}, an extension of EMPA with the generative-reactive synchronization mechanism introduced in Chapter 10. EMPA_{gr} is a Markovian process algebra capable of representing both discrete and continuous time systems, where we can express: activities with exponentially distributed durations (which are not considered when doing discrete time specifications), activities with a discrete duration (which are assumed to take time zero in continuous time), probabilities, multi-level priorities and the generative-reactive synchronization mechanism. With respect to EMPA, EMPA_{gr} solves the open problem of obtaining equivalence compositionality in the presence of all these features, thus allowing for an efficient analysis of system specifications. Theoretically speaking, we argue that, when abandoning the classical nondeterministic setting by considering the features above, a natural solution is to break the symmetry of the roles of the processes participating in a synchronization. We accomplish this by distinguishing between master actions – the choice among which is carried out generatively according to their priorities/probabilities or exponentially distributed durations – and slave actions – the choice among which is carried out reactively according to their priorities/probabilities – and by imposing that a master action can synchronize with slave actions only. We show that such an asymmetric cooperation mechanism is natural and easy to understand by introducing the novel cooperation structure model which represents the structure of synchronizations in a system state. Then, we prove that the synchronization mechanism in EMPA_{gr} is correct w.r.t. the cooperation structure model. As far as the proof of congruence of Markovian bisimulation equivalence is concerned, it is worth noting that, in Chapter 11, we introduce a new proof technique for showing congruence w.r.t. recursion in Markovian process algebras, which repairs some inaccuracies in the proofs previously proposed in the literature.

Then, in Chapter 12, we extend EMPA_{gr} with the capability of expressing performance measures at the algebraic level by attaching bonus and yield rewards to actions. In particular we show that the standard technique of expressing stationary and transient performance measures as weighted sums of state probabilities and transition frequencies through rewards can be imported into the process algebra framework. Technically speaking, if we denote by \( n \in \mathbb{N} \) the number of performance measures of interest, we define a family of process algebras called EMPA_{gr,n} which extend EMPA_{gr} by attaching sequences of yield and bonus rewards of length \( n \) to actions. We subsequently face the problem of defining a notion of equivalence for EMPA_{gr,n} in the bisimulation style which is a congruence with respect to all the operators and which equates EMPA_{gr,n}.
terms possessing the same functional, probabilistic, prioritized and exponentially timed behavior as well as
the same performance measure values. We solve this problem through successive conceptual improvements,
by subsequently defining three notions of equivalence satisfying the requirements above, each coarser than
the previous one. First, we show how to define an equivalence which, whenever possible, aggregates yield
rewards, but does not manipulate bonus rewards. Then, we show how to define a Markovian bisimulation
congruence that aggregates bonus rewards as well. Finally, we show how to define a Markovian bisimulation
congruence that allows yield rewards and bonus rewards to be used interchangeably up to suitable correcting
factors, aiming at the introduction of a normal form for rewards. More precisely, we demonstrate that this is
possible in the continuous time case, while it is not possible in the discrete time case because compositionality
is lost.

Finally, in Chapter 13, we develop the algebra Generalized Semi-Markovian Process Algebra (GSMPA)
which further extends the expressive power of EMPAgr to activities with a generally distributed duration,
which are given an ST semantics by means of the static name technique presented in Chapter 3. The fact
of considering static names instead of dynamic names (as in IGSMPs) gives us the possibility of obtaining
smaller initial semantic models for algebraic specifications and of decoupling the specification of system be-
havior from the specification of action durations which is convenient when dealing with general distributions.
Moreover, we introduce the capability of representing contemporaneous termination of generally distributed
durations in semantic models (situation that must instead be avoided in IGSMPs), thus having complete
freedom when using general distributions in a system specification. The price to pay for using a static name
technique instead of a dynamic name technique is a complex notion of bisimulation equivalence for GSMPA
processes (due to the contemporaneous presence of probabilistic choices and static names).

1.5 Thesis Outline

This thesis is organized in parts as follows:

- Before the first part of the thesis we have Chapter 2 which contains some background about process
  algebras and stochastic processes taken from [122, 109, 14, 29, 136, 137, 95, 97, 117, 115, 149, 147, 144,
  106, 121, 65, 93, 92, 94, 129, 110, 143, 91, 130].

- The first part of the thesis (including Chapter 3 only) contains the results concerning ST semantics
  in classical process algebras. In Chapter 3 we present three techniques for expressing ST semantics
  (namely the static name, the dynamic name and the stack technique) and we show that we can decide
  and axiomatize weak ST bisimulation over a wide class of processes which include recursion and action
  refinement. The material presented in this chapter has been published in [43].

- The second part of the thesis (Chapters 4-9), which contains the material regarding interactive timed
  modeling paradigms, is structured as follows:
Chapter 4 introduces the calculus of Interactive Weighted Markov Chains (IWMCs) which is an extension of the calculus of Interactive Markov Chains [99] with probabilistic choices. We show an adapted notion of observational congruence to be a congruence for all the operators of the calculus and we present a sound axiomatization which is complete for finite-state algebra processes.

Chapter 5 introduces Interactive Timed Automata (ITA) which are a variant of classical timed automata [11, 132], where action executions, events enabled on the basis of clock constraints and clock reset events are expressed by means of separate transitions. We introduce parallel composition and hiding of ITA and an adapted notion of weak bisimulation matching clock names of ITA which is based on the static name technique presented in Chapter 3. Moreover, aiming at defining a semantics for ITA, we introduce Interactive Prioritized Timed Transition Systems (IPTTSs) and we define parallel composition and hiding of IPTTSs and an adapted notion of weak bisimulation over IPTTSs. We then present a semantics which maps ITA onto IPTTSs which is shown to preserve equivalence and to be compositional with respect to both parallel composition and hiding.

Chapter 6 introduces Interactive Generalized Semi-Markov Processes (IGSMPs). We start by defining Well-Named IGSMPs. We introduce parallel composition and hiding of Well-Named IGSMPs and an adapted notion of weak bisimulation over Well-Named IGSMPs which is based on the dynamic name technique presented in Chapter 3. Then, we show how to derive a performance model (a GSMP) from IGSMP which is complete both for interaction and for performance. Moreover, aiming at defining a semantics for IGSMPs, we introduce Interactive Stochastic Timed Transition Systems (ISTTSs) and we define parallel composition and hiding of ISTTSs and an adapted notion of weak bisimulation over ISTTSs. We then present a semantics which maps IGSMPs onto ISTTSs which is shown to preserve equivalence and to be compositional with respect to both parallel composition and hiding. Such a semantics is claimed, e.g. as opposed to the semantics presented in [66], to handle correctly non-deterministic choices in systems with generally-distributed durations. The material presented in this chapter has been published in [34] and [44].

Chapter 7 introduces the calculus of Interactive Generalized Semi-Markov Processes which produces IGSMPs as semantic models of terms and where parallel composition and hiding are defined as in Chapter 6. We show an adapted notion of observational congruence (defined starting from weak bisimulation over IGSMPs introduced in Chapter 6) to be a congruence for all the operators of the calculus and we present a sound axiomatization which is complete for finite-state algebra processes. The material presented in this chapter has been published in [44].

Chapter 8 presents the two formal mappings from IGSMPs to IWMCs and ITA. ITA are obtained as the pure real-time model of an IGSMP by considering the support of generally distributed durations and by turning probabilistic choices into non-deterministic choices. IWMCs are obtained
as the pure Markovian model of an IGSMP by approximating generally distributed durations in IGSMPs with phase-type distributions. Some preliminary ideas on which this chapter is based have been published in [32].

– Chapter 9 faces the problem of dealing with weakly guarded recursion in interactive timed processes. In particular we develop a complete axiomatization over finite-state weakly guarded interactive timed processes. The material presented in this chapter has been published in [45] and is taken also from [46].

• The third part of the thesis (including Chapter 10 only) contains the material concerning the algebra of discrete time generative-reactive processes. In Chapter 10 we introduce the syntax and semantics of the generative-reactive calculus with advancing speeds, we show an adapted notion of probabilistic bisimulation equivalence to be a congruence for all the operators of such a calculus and we present a sound axiomatization which is complete for finite-state algebra processes. Moreover we show that, when evaluating steady state based performance measures, such an approach provides an exact solution even if advancing speeds are considered to be exact instead of probabilistic, and we present a non-trivial case study on multi-path routing. The material presented in this chapter has been published in [33].

• The fourth part of the thesis (Chapters 11-13), which is dedicated to integrating the approaches presented in the second and third part of the thesis into a single language and to furthermore add expressive features, is structured as follows:

– Chapter 11 introduces $EMPA_{gr}$, an extension of the existing algebra Extended Markovian Process Algebra (EMPA) with the generative-reactive synchronization mechanism introduced in Chapter 10. We define the syntax and semantics $EMPA_{gr}$, we show an adapted notion of probabilistic bisimulation equivalence to be a congruence for all the operators of such a calculus and we present a sound axiomatization which is complete for finite-state algebra processes. Moreover, we show the generative-reactive synchronization mechanism at the basis of $EMPA_{gr}$ to be natural and easy to understand by introducing the novel cooperation structure model, representing the structure of process synchronizations in a system state, and by proving that the synchronization mechanism in $EMPA_{gr}$ is correct w.r.t. such a model. The material presented in this chapter has been published in [36] and [38] and is also taken from [37].

– Chapter 12 introduces $EMPA_{gr_n}$, which extends $EMPA_{gr}$ with the capability of expressing $n$ performance measures at the algebraic level by attaching bonus and yield rewards [110] to actions. After defining the syntax and semantics of $EMPA_{gr}$, we introduce three extensions of the notion of bisimulation equivalence introduced in Chapter 11 (each coarser than the previous one) accounting for yield and bonus rewards; we show that they are all congruences for $EMPA_{gr_n}$ which preserve the specified performance measures; and, for each of them, we give a sound axiomatization which
is complete over finite $\text{EMPA}_{\text{gr}}$ terms. The material presented in this chapter has been published in [21] and in [22].

- Chapter 13 introduces the process algebra Generalized Semi-Markovian Process Algebra (GSMPA) which further extends $\text{EMPA}_{\text{gr}}$ to activities with a generally distributed duration by using ST semantics for such actions. After defining the syntax and semantics of GSMPA, we introduce a notion of bisimulation equivalence over GSMPA process, which is based on the static name technique presented in Chapter 3, and we show it to be a congruence with respect to all the operators of GSMPA. The material presented in this chapter has been published in [39] and is also taken from [40].

- In the fifth part of the thesis (including Chapter 14 only) we report some concluding remark concerning ongoing and future work.

- The thesis ends with the following four appendices including technical machinery.

  - Appendix A includes technical machinery for Chapter 3: the definition of strong guarded processes for the two process algebras considered in Chapter 3, the proof of equivalence of the dynamic name and static name techniques, and the proof of equivalence of the stack and static name techniques.

  - Appendix B includes technical machinery for Chapter 11: the proof of consistency of the $\text{EMPA}_{\text{gr}}$ semantics with the cooperation structure model, the proof of congruence of $\text{EMPA}_{\text{gr}}$ bisimulation equivalence, and the proof of soundness and completeness of its axiomatization.

  - Appendix C includes technical machinery for Chapter 12: the proof of congruence of the Markovian bisimulation equivalence which aggregates yield rewards and the proof of congruence of the Markovian bisimulation equivalence which aggregates yield and bonus rewards.

  - Appendix D includes technical machinery for Chapter 13: the proof of congruence of GSMPA bisimulation equivalence with respect to all the operators of the algebra and with respect to recursive definitions.
Chapter 2

Background

In this chapter we provide the background which is necessary to understand the remainder of the thesis. This chapter is organized as follows. In Sect. 2.1 we present process algebras. In Sect. 2.2 we introduce continuous time and discrete time Markov chains, semi-Markov processes and Generalized semi-Markov processes.

2.1 Process Algebras

In this section we recall the theory of process algebras and we introduce a simple process algebra based on a combination of the operators of well known process algebras such as CCS [122], CSP [109] that will serve as a basis for the development of the process calculi introduced in the rest of the thesis. In Sect. 2.1.1 we present the operators of the process algebra. In Sect. 2.1.2 we introduce rooted labeled transition systems as they are used as semantic models for algebraic terms. In Sect. 2.1.3 we provide the operational semantics for the process algebra. Finally, in Sect. 2.1.4 we recall the notion of bisimulation equivalence together with its equational and logical characterizations.

2.1.1 Algebraic Operators

Process algebras [122, 109, 14, 29] are algebraic languages which support the compositional description of concurrent systems and the formal verification of their properties. The basic elements of any process algebra are its actions, which represent activities carried out by the systems being modeled, and its operators (among which a parallel composition operator), which are used to compose algebraic descriptions. In this section we introduce a simple process algebra based on a combination of the operators of CCS [122] and CSP [109].

Let $\text{Act}$ be a set of actions ranged over by $a, b, \ldots$ which contains a distinguished action $\tau$ denoting unobservable activities. Furthermore, let $\text{Const}$ be a set of constants ranged over by $A, B, \ldots$ and $\text{ARFun} = \{\varphi : \text{Act} \longrightarrow \text{Act} \ | \ \varphi^{-1}(\tau) = \{\tau\}\}$ be a set of action relabeling functions ranged over by $\varphi, \varphi', \ldots$.

**Definition 2.1.** The set $\mathcal{L}$ of process terms is generated by the following syntax.
\[ E ::= \emptyset \mid a.E \mid E/L \mid E[\varphi] \mid E + E \mid E \parallel S E \mid A \]

where \( L, S \subseteq \text{Act} - \{\tau}\). The set \( \mathcal{L} \) will be ranged over by \( E, F, \ldots \).

The null term \( \emptyset \) is the term that cannot execute any action.

The action prefix operator \( a.\cdot \) denotes the sequential composition of an action and a term. Term \( a.E \) can execute action \( a \) and then behaves as term \( E \).

The abstraction operator \( \cdot/L \) make actions unobservable. Term \( E/L \) behaves as term \( E \) except that each executed action \( a \) is hidden, i.e. turned into \( \tau \), whenever \( a \in L \). This operator provides a means to encapsulate or ignore information.

The relabeling operator \( \cdot[\varphi] \) changes actions. Term \( E[\varphi] \) behaves as term \( E \) except that each executed action \( a \) becomes \( \varphi(a) \). This operator provides a means to obtain more compact algebraic descriptions, since it enables the reuse of terms in situations demanding the same functionality up to action names.

The alternative composition operator \( \cdot + \cdot \) expresses a nondeterministic choice between two terms. Term \( E_1 + E_2 \) behaves as either term \( E_1 \) or term \( E_2 \) depending on whether an action of \( E_1 \) or an action of \( E_2 \) is executed.

The parallel composition operator \( \cdot \parallel \cdot \) expresses the concurrent execution of two terms according to the following synchronization discipline: two actions can synchronize if and only if they have the same observable type in \( S \), which becomes the resulting type. Term \( E_1 \parallel S E_2 \) asynchronously executes actions of \( E_1 \) or \( E_2 \) not belonging to \( S \) and synchronously executes actions of \( E_1 \) and \( E_2 \) belonging to \( S \) if the requirement above is met.

In order to avoid ambiguities, we assume the binary operators to be left associative and we introduce the following operator precedence relation: abstraction = relabeling > action prefix > alternative composition > parallel composition. Parentheses can be used to alter associativity and precedence. Moreover, given a term \( E \), we denote by \( \text{sort}(E) \) the set of actions occurring in the action prefix operators of \( E \).

Finally, let partial function \( \text{Def} : \text{Const} \rightarrow \mathcal{L} \) be a set of constant defining equations of the form \( A \overset{\Delta}{=} E \).

As an example of application of operators and defining equations, we consider a two place buffer, which can be modeled as the parallel composition of two communicating places as follows:

\[
\begin{align*}
\text{Buffer} & \overset{\Delta}{=} \text{Place}_1 \parallel \{\text{move}\} \text{Place}_2 \\
\text{Place}_1 & \overset{\Delta}{=} \text{accept.move} \cdot \text{Place}_1 \\
\text{Place}_2 & \overset{\Delta}{=} \text{move.release} \cdot \text{Place}_2
\end{align*}
\]

The first place accepts items from the outside and moves them to the second place, while the second place receives items from the first place (through the synchronization on \( \text{move} \)) and gives them to the outside.

It is worth noting that recursive definitions like \( \text{Place}_1 \overset{\Delta}{=} \text{accept.move} \cdot \text{Place}_1 \) can also be denoted by means of a recursion operator \( \text{rec}X.\cdot \), where the meaning of \( \text{rec}X.E \) is the same as that of \( A \overset{\Delta}{=} E\{A/X\} \), with \( E\{A/X\} \) being the term obtained from \( E \) by replacing \( A \) for \( X \). Hence, for example the
behavior of \( \text{Place}_1 \) would be equivalently represented by \( \text{rec}X.\text{accept}.\text{move}.X \). Usually, the use of constants is suitable when doing specifications, while the use of operator “\( \text{rec} \)" can be preferred when dealing with axiomatizations (see Sect. 2.1.4). The two constructs are shown to be completely equivalent in [122].

In order to guarantee the correctness of recursive definitions, we restrict ourselves to terms that are closed and guarded w.r.t. \( \text{Def} \), i.e. those terms such that each constant occurring in them has a defining equation and appears in the context of an action prefix operator. This rules out undefined constants, meaningless definitions such as \( A \triangleq A \), and infinitely branching terms such as \( A \triangleq a.0 \parallel \emptyset A \) whose executable actions cannot be computed in finite time. Let us denote by “\( \equiv \)" the syntactical equality between terms and by “\( \_st \_ \)" the relation subterm-of.

**Definition 2.2** The term \( E(A := E') \) obtained from \( E \in \mathcal{L} \) by replacing each occurrence of \( A \) with \( E' \), where \( A \triangleq E' \in \text{Def} \), is defined by induction on the syntactical structure of \( E \) as follows:

\[
\begin{align*}
\emptyset(A := E') & \equiv \emptyset \\
(aE)(A := E') & \equiv a.E(A := E') \\
E/L(A := E') & \equiv E(A := E')/L \\
E[\varphi](A := E') & \equiv E(A := E')[\varphi] \\
(E_1 + E_2)(A := E') & \equiv E_1(A := E') + E_2(A := E') \\
(E_1 \parallel S E_2)(A := E') & \equiv E_1(A := E') \parallel S E_2(A := E') \\
B(A := E') & \equiv \begin{cases} E' & \text{if } B \equiv A \\ B & \text{if } B \neq A \end{cases}
\end{align*}
\]

**Definition 2.3** The set of terms obtained from \( E \in \mathcal{L} \) by repeatedly replacing constants by the right hand side terms of their defining equations in \( \text{Def} \) is defined by

\[
\text{Subst}_{\text{Def}}(E) = \bigcup_{n \in \mathbb{N}} \text{Subst}^n_{\text{Def}}(E)
\]

where

\[
\text{Subst}^n_{\text{Def}}(E) = \begin{cases} \{E\} & \text{if } n = 0 \\ \{F \in \mathcal{L} \mid F \equiv G(A := E') \land G \in \text{Subst}^{n-1}_{\text{Def}}(E) \land A \_st \_ G \land A \triangleq E' \in \text{Def} \} & \text{if } n > 0 \end{cases}
\]

**Definition 2.4** The set of constants occurring in \( E \in \mathcal{L} \) w.r.t. \( \text{Def} \) is defined by

\[
\text{Const}_{\text{Def}}(E) = \{A \in \text{Const} \mid \exists F \in \text{Subst}_{\text{Def}}(E). A \_st \_ F \}
\]

**Definition 2.5** A term \( E \in \mathcal{L} \) is closed and guarded w.r.t. \( \text{Def} \) if and only if for all \( A \in \text{Const}_{\text{Def}}(E) \)

- \( A \) is equipped in \( \text{Def} \) with defining equation \( A \triangleq E' \), and
- there exists \( F \in \text{Subst}_{\text{Def}}(E') \) such that, whenever an instance of a constant \( B \) satisfies \( B \_st \_ F \), then the same instance satisfies \( B \_st \_ a.G \_st \_ F \).

We denote by \( \mathcal{G} \) the set of terms in \( \mathcal{L} \) that are closed and guarded w.r.t. \( \text{Def} \).
2.1.2 Rooted Labeled Transition Systems

In this section we present the definition of labeled transition system together with some related notions [136]. These mathematical models, which are essentially state transition graphs, are commonly adopted when defining the semantics for a process algebra in the operational style [137].

**Definition 2.6** A rooted labeled transition system (LTS) is a tuple \((S, U, \rightarrow, s_0)\) where:

- \(S\) is a set whose elements are called states.
- \(U\) is a set whose elements are called labels.
- \(\rightarrow \subseteq S \times U \times S\) is called transition relation.
- \(s_0 \in S\) is called the initial state.

In the graphical representation of a LTS, states are drawn as black dots and transitions are drawn as arrows between pairs of states with the appropriate labels; the initial state is pointed to by an unlabeled arrow.

Below we recall two notions of equivalence defined for LTSs. The former, isomorphism, relates two LTSs if they are structurally equal. This is formalized by requiring the existence of a label preserving relation which is bijective, i.e. a bijection between the two state spaces such that any pair of corresponding states have identically labeled transitions toward any pair of corresponding states. The latter equivalence, bisimilarity, is coarser than isomorphism as it relates also LTSs which are not structurally equal provided that they are able to simulate each other. This is formalized by requiring the existence of a label preserving relation between the two state spaces which is not necessarily bijective.

**Definition 2.7** Let \(Z_k = (S_k, U, \rightarrow_k, s_{0k}), k \in \{1, 2\}\), be two LTSs.

- \(Z_1\) is isomorphic to \(Z_2\) if and only if there exists a bijection \(\beta : S_1 \rightarrow S_2\) such that:
  - \(\beta(s_{01}) = s_{02}\);
  - for all \(s, s' \in S_1\) and \(u \in U\)
    \[
    s \xrightarrow{u} s' \iff \beta(s) \xrightarrow{u} \beta(s')
    \]

- \(Z_1\) is bisimilar to \(Z_2\) if and only if there exists a relation \(B \subseteq S_1 \times S_2\) such that:
  - \((s_{01}, s_{02}) \in B\);
  - for all \((s_1, s_2) \in B\) and \(u \in U\)
    * whenever \(s_1 \xrightarrow{u} s'_1\), then \(s_2 \xrightarrow{u} s'_2\) and \((s'_1, s'_2) \in B\);
    * whenever \(s_2 \xrightarrow{u} s'_2\), then \(s_1 \xrightarrow{u} s'_1\) and \((s'_1, s'_2) \in B\). 

2.1.3 Operational Semantics

The semantics of our example process algebra is defined in this section following the structured operational approach [137]. This means that inference rules are given for each operator which define an abstract interpreter for the language. More precisely, the semantics is defined through the transition relation $\rightarrow$ which is the least subset of $\mathcal{G} \times \mathcal{Act} \times \mathcal{G}$ satisfying the inference rules in Table 2.1. Such rules, which formalize the meaning of each operator informally given in Sect. 2.1.1, yield LTSs where states are in correspondence with terms and transitions are labeled with actions. Given a term $E$, the outgoing transitions of the state corresponding to $E$ are generated by proceeding by induction on the syntactical structure of $E$ applying at each step the appropriate semantic rule until an action prefix operator is encountered or no rule can be used. This can be done in finite time because of the restriction to closed and guarded terms.

As an example, when computing the transitions for the state associated with $\text{Buffer}$, we apply first of all one of the inference rules for the parallel composition operator, say the first one. Then $\text{Place}_1$ is examined and the axiom for the action prefix operator is applied thus determining $\text{accept}$ as executed action and $\text{move}.\text{Place}_1$ as term associated with the derivative state. The inference is concluded by returning to $\text{Buffer}$ and determining $\text{accept}$ as executed action (since $\text{accept} \notin \{\text{move}\}$) and $\text{move}.\text{Place}_1 \parallel \{\text{move}\} \text{Place}_2$ as term associated with the derivative state. This is the only outgoing transition for the considered state since initially applying one of the other inference rules for the parallel composition operator results in a violation of their side conditions.

We recall that the abstraction operator, the relabeling operator, and the parallel composition operator are called static operators because they appear also in the derivative term of the consequence of the related semantic rules. By contrary, the action prefix operator and the alternative composition operator are classified as dynamic operators. We say that a term is sequential if every occurrence of static operators is within the scope of an action prefix operator. It is worth noting that the LTS underlying $E \in \mathcal{G}$ is finite if all of the subterms of terms in $\text{Subst}_{Def}(E)$ whose outermost operator is static contains no recursive constants.

**Definition 2.8** The operational interleaving semantics of $E \in \mathcal{G}$ is the LTS

$$[E] = (S_E, Act, \rightarrow E, E)$$

where:

- $S_E$ is the least subset of $\mathcal{G}$ such that:
  - $E \in S_E$;
  - if $E_1 \in S_E$ and $E_1 \xrightarrow{a} E_2$, then $E_2 \in S_E$.

- $\rightarrow E$ is the restriction of $\rightarrow$ to $S_E \times Act \times S_E$.  

We talk about interleaving semantics [122] because every parallel computation is represented in the LTS by means of alternative sequential computations obtained by interleaving actions executed by concurrent processes. As an example, note that $[a.\emptyset || b.\emptyset]$ is isomorphic to $[a.b.\emptyset + b.a.\emptyset]$:

![Table 2.1: Operational semantics for the example process algebra](image)
2.1.4 Bisimulation Equivalence

In this section we define a notion of equivalence for the example process algebra and we provide its equational and logical characterizations. The purpose of such an equivalence is to relate those terms representing systems which, though structurally different, behave the same from the point of view of an external observer. Following [122], the equivalence is given in the bisimulation style.

**Definition 2.9** A relation $B \subseteq G \times G$ is a strong bisimulation if and only if, whenever $(E_1, E_2) \in B$, then for all $a \in \text{Act}$:

- whenever $E_1 \xrightarrow{a} E'_1$, then $E_2 \xrightarrow{a} E'_2$ and $(E'_1, E'_2) \in B$;
- whenever $E_2 \xrightarrow{a} E'_2$, then $E_1 \xrightarrow{a} E'_1$ and $(E'_1, E'_2) \in B$.

The union of all the strong bisimulations can be shown to be an equivalence relation which coincides with the largest strong bisimulation. Such a relation, denoted $\sim$, is defined to be the strong bisimulation equivalence and can be shown to be a congruence w.r.t. all the operators as well as recursive definitions.

As an example, if $E_1 \sim E_2$ then $E_1 \parallel_S F \sim E_2 \parallel_S F$ for all $F$ and $S$. This allows for the compositional manipulation of algebraic terms: given a term, replacing one of its subterms with a bisimilar subterm does not alter the whole meaning because the newly generated term is still bisimilar to the original one.

The effect of $\sim$ can be better seen through its equational characterization. Given that $\sim$ is a congruence, we present in Table 2.2 a set $A$ of axioms for the set of nonrecursive terms in $G$ on which a deductive system $\text{Ded}(A)$ can be built which satisfies reflexivity ($E = E$), symmetry ($E_1 = E_2 \Rightarrow E_2 = E_1$), transitivity ($E_1 = E_2 \land E_2 = E_3 \Rightarrow E_1 = E_3$), and substitutivity ($E_{1,1} = E_{2,1} \land \ldots \land E_{1,n} = E_{2,n} \Rightarrow \text{op}(E_{1,1}, \ldots, E_{1,n}) = \text{op}(E_{2,1}, \ldots, E_{2,n})$ for each n-ary operator $\text{op}$ of the algebra) [95]. It can be shown that the axiomatization above, which basically allows terms to be rewritten in such a way that only action prefix and alternative composition operators occur, is sound and complete w.r.t. $\sim$, which means that in $A$ it can be proved $E_1 = E_2$ if and only if $E_1 \sim E_2$. We observe that axiom $A_{11}$, also known as the expansion law, is the equational characterization of the notion of interleaving.

It is worth noting that equivalence checking is one of the major verification techniques in the process algebra setting. Given a term representing a system, another simpler term is considered which is taken to be a specification of the system and the purpose is to verify whether the given term is equivalent to the specification. As an example, the two place buffer may be specified as follows by considering the possible sequences of actions

$$
\begin{align*}
\text{BufferSpec} & \triangleq \text{accept.BufferSpec}_1 \\
\text{BufferSpec}_1 & \triangleq \text{move.(accept.BufferSpec}_2 + \text{release.BufferSpec}) \\
\text{BufferSpec}_2 & \triangleq \text{release.BufferSpec}_1
\end{align*}
$$

and it can be shown that $\text{Buffer} \sim \text{BufferSpec}$, which means that the parallel composition of two interacting places described by $\text{Buffer}$ complies with the specification. In the case of a similar technique known as
\[(A_1) \quad (E_1 + E_2) + E_3 = E_1 + (E_2 + E_3)\]
\[(A_2) \quad E_1 + E_2 = E_2 + E_1\]
\[(A_3) \quad E + 0 = E\]
\[(A_4) \quad E + E = E\]

\[(A_5) \quad 0/L = 0\]
\[(A_6) \quad (a.E)/L = \begin{cases} a.E/L & \text{if } a \notin L \\ \tau.E/L & \text{if } a \in L \end{cases}\]
\[(A_7) \quad (E_1 + E_2)/L = E_1/L + E_2/L\]

\[(A_8) \quad 0[\varphi] = 0\]
\[(A_9) \quad (a.E)[\varphi] = \varphi(a).E[\varphi]\]
\[(A_{10}) \quad (E_1 + E_2)[\varphi] = E_1[\varphi] + E_2[\varphi]\]

\[(A_{11}) \quad \sum_{i \in I_1} a_i.E_i \parallel s \sum_{i \in I_2} a_i.E_i = \sum_{j \in J_1} a_j.(E_j \parallel s \sum_{i \in I_1} a_i.E_i) + \sum_{j \in J_2} a_j.(\sum_{i \in I_1} a_i.E_i \parallel s \sum_{j \in J_1} a_j.E_j) + \sum_{k \in K_1} \sum_{h \in H_k} a_k.(E_h \parallel s \sum_{k \in K_1, h \in H_k} a_k.E_h) + \sum_{k \in K_2} \sum_{h \in H_k} a_k.(E_h \parallel s \sum_{k \in K_2, h \in H_k} a_k.E_h)\]

where \(I_1 \cap I_2 = \emptyset\)
\[J_1 = \{i \in I_1 \mid a_i \notin S\}\]
\[J_2 = \{i \in I_2 \mid a_i \notin S\}\]
\[K_1 = \{k \in I_1 \mid a_k \in S \land \exists h \in I_2, a_h = a_k\}\]
\[K_2 = \{k \in I_2 \mid a_k \in S \land \exists h \in I_1, a_h = a_k\}\]
\[H_k = \begin{cases} \{h \in I_2 \mid a_h = a_k\} & \text{if } k \in K_1 \\ \{h \in I_1 \mid a_h = a_k\} & \text{if } k \in K_2 \end{cases}\]

**Table 2.2:** Axioms for strong bisimulation equivalence
preorder checking, the specification is still a term but it is treated as the minimal requirement to be met, owing to the fact that it can contain don’t care points. Finally, we cite a different verification technique known as model checking, which is based on formalizing safety and liveness properties by means of modal or temporal logic formulas and verifying whether a given term satisfies such formulas. As an example, the syntax of Hennessy-Milner logic [97] formulas is given by

$$\Phi ::= tt \mid ff \mid \neg \Phi \mid \Phi \land \Phi \mid \Phi \lor \Phi \mid [a]\Phi \mid \langle a \rangle \Phi$$

and their semantics is given by the following satisfaction relation

$$E \models tt$$
$$E \not\models ff$$
$$E \models \neg \Phi \iff E \not\models \Phi$$
$$E \models \Phi_1 \land \Phi_2 \iff E \models \Phi_1 \land E \models \Phi_2$$
$$E \models \Phi_1 \lor \Phi_2 \iff E \models \Phi_1 \lor E \models \Phi_2$$
$$E \models \langle a \rangle \Phi \iff \exists E'. E \xrightarrow{a} E' \land E' \models \Phi$$
$$E \models [a]\Phi \iff \forall E'. E \xrightarrow{a} E' \implies E' \models \Phi$$

As far as modal operators are concerned, $E \models \langle a \rangle \Phi$ means that it is possible for $E$ to execute $a$ and evolve into a state where $\Phi$ is satisfied, while $E \models [a]\Phi$ means that if $E$ executes $a$ then the derivative term necessarily satisfies $\Phi$. The reason why we have recalled this particular modal logic is that it is the logical characterization of $\sim$, i.e. it can be proved that $E_1 \sim E_2$ if and only if $E_1$ and $E_2$ satisfy the same subset of Hennessy-Milner logic formulas.

We conclude by observing that bisimulation equivalence treats $\tau$ actions in the same way as observable actions. Since $\tau$ actions cannot be seen by an external observer, a less strong notion of bisimulation equivalence called weak bisimulation equivalence ($\approx$) can be set up which abstracts from $\tau$ actions and still is a congruence w.r.t. the parallel composition operator [122]. Instead of giving the definition of such an equivalence, we only provide the axioms to add to those in Table 2.2 in order to obtain its equational characterization:

$$\tau.E = E$$
$$a.\tau.E = a.E$$
$$E + \tau.E = \tau.E$$
$$a.(E_1 + \tau.E_2) + a.E_2 = a.(E_1 + \tau.E_2)$$

Since any congruence w.r.t. the parallel composition operator is useful for minimization purposes, it turns out that $\approx$ is more convenient than $\sim$. As an example, moving items from the first place to the second place in the two place buffer can be regarded as an internal action, so the buffer may be specified as follows by considering the possible sequences of observable actions

$$BufferSpec' \triangleq \text{accept}.BufferSpec'$$
$$BufferSpec'_1 \triangleq \text{accept}.BufferSpec'_2 + \text{release}.BufferSpec'$$
$$BufferSpec'_2 \triangleq \text{release}.BufferSpec'_1$$
and it can be shown that $\text{Buffer} / \{\text{move}\} \approx \text{BufferSpec}'$ with $\text{BufferSpec}'$ having fewer states than $\text{BufferSpec}$.

2.2 Stochastic Processes

In this section we recall the theory of Stochastic Processes. In Sect. 2.2.1 we propose the mathematical model given by probabilistically rooted labeled transition systems which provide a graph theoretic representation of Markov chains and semi-Markov processes. In Sect. 2.2.2 and 2.2.3 we present continuous time and discrete time Markov chains, respectively. In Sect. 2.2.4 we introduce the notion of ordinary lumping. In Sect. 2.2.5 we present semi-Markov processes. In Sect. 2.2.6 we present generalized semi-Markov processes. In Sect. 2.2.7 we present phase-type distributions. In Sect. 2.2.8 we explain how to specify performance measures via reward structures. Finally, in Sect. 2.2.9 we recall queueing systems.

2.2.1 Probabilistically Rooted Labeled Transition Systems

In this section we propose an extension of LTSs where the initial state is replaced by a probability mass function which determines for each state the probability that it is the initial one. Moreover, a holding time function is added in order to distinguish among vanishing states, tangible states, and absorbing states. Vanishing states have zero sojourn time and the labels of their outgoing transitions are the execution probabilities of the transitions themselves. Tangible states have a positive sojourn time and the labels of their outgoing transitions are the execution rates of the transitions themselves. Absorbing states have an infinite sojourn time because they have no outgoing transitions. By means of this interpretation, we are able to represent discrete time Markov chains (where tangible states are absent), continuous time Markov chains (where vanishing states are absent), and semi-Markov processes (where both vanishing and tangible states coexist).

Definition 2.10 A probabilistically rooted labeled transition system (p-LTS) is a tuple 

$$(S, \mathbb{R}_+, \rightarrow, P, H)$$

where:

- $S$ and $\rightarrow$ are defined as for a LTS.
- $P : S \rightarrow \mathbb{R}_{[0,1]}$, called initial state probability function, is such that $\sum_{s \in S} P(s) = 1$.
- $H : S \rightarrow \{v, t, a\}$, called holding time function, is such that $^1$

$$
\begin{align*}
H(s) & = t \quad \text{if } \sum \lambda \in \mathbb{R}_+ \mid \exists s' \in S. s \xrightarrow{\lambda} s' \neq 1 \\
H(s) & \in \{t, v\} \quad \text{if } \sum \lambda \in \mathbb{R}_+ \mid \exists s' \in S. s \xrightarrow{\lambda} s' = 1 \\
H(s) & = a \quad \text{if } \not\exists s' \in S. \not\exists \lambda \in \mathbb{R}_+. s \xrightarrow{\lambda} s' \\
\end{align*}
$$

$^1\{}$ and $\}$ denote multiset delimiters.
In the graphical representation of a p-LTS, states and transitions are drawn as in a LTS and each state is labeled with its initial state probability (unless it is zero) as well as its holding time (unless it is clear from the context).

The notions of equivalence for p-LTSs (p-isomorphism and p-bisimilarity) carry over from the corresponding notions for LTSs. In particular, p-bisimilarity is developed according to [117], so it considers two p-LTSs to be equivalent if any pair of corresponding states have the same aggregated label to reach the same equivalence class of states. We recall that, given an equivalence relation $R$ over set $S$, the set of equivalence classes of $S$ w.r.t. $R$ is denoted $S/R$.

**Definition 2.11** Let $Z_k = (S_k, \mathbb{R}_+, \rightarrow_k, P_k, H_k), k \in \{1, 2\}$, be two p-LTSs.

- $Z_1$ is p-isomorphic to $Z_2$ if and only if there exists a bijection $\beta : S_1 \rightarrow S_2$ such that:

  - for all $s \in S_1$
    \[
    P_1(s) = P_2(\beta(s)) \quad H_1(s) = H_2(\beta(s))
    \]

  - for all $s, s' \in S_1$ and $\lambda \in \mathbb{R}_+$
    \[
    s \xrightarrow{\lambda} s' \iff \beta(s) \xrightarrow{\lambda} \beta(s')
    \]

- $Z_1$ is p-bisimilar to $Z_2$ if and only if there exists a relation $B \subseteq S_1 \times S_2$ with reflexive, symmetric and transitive closure $B' \subseteq (S_1 \cup S_2) \times (S_1 \cup S_2)$ such that:

  - for all $C \in (S_1 \cup S_2)/B'$
    \[
    \sum_{s \in C \cap S_1} P_1(s) = \sum_{s \in C \cap S_2} P_2(s)
    \]

  - whenever $(s_1, s_2) \in B$, then
    \[
    H_1(s_1) = H_2(s_2)
    \]

  - whenever $(s_1, s_2) \in B$, then for all $C \in (S_1 \cup S_2)/B'$
    \[
    \sum\{ \lambda \in \mathbb{R}_+ \mid \exists s'_1 \in C \cap S_1. s_1 \xrightarrow{\lambda} s'_1 \} = \sum\{ \lambda \in \mathbb{R}_+ \mid \exists s'_2 \in C \cap S_2. s_2 \xrightarrow{\lambda} s'_2 \}
    \]
2.2.2 Continuous Time Markov Chains

A Markov chain is a stochastic process with discrete state space which is characterized by the memoryless property: the probability of being in a certain state at a given instant depends only on the current state instead of the whole history of visited states. Below we consider the continuous time case.

**Definition 2.12** A continuous time Markov chain (CTMC) \([115]\) is a continuous time stochastic process \(X = \{X(t) \mid t \in \mathbb{R}_{0,\infty}\}\) with discrete state space \(S_X\) such that, for each \(n \in \mathbb{N}_+\), \(i_0, \ldots, i_{n-1}, i_n \in S_X\), \(t_0, \ldots, t_{n-1}, t_n \in \mathbb{R}_{0,\infty}\) where \(t_0 < \ldots < t_{n-1} < t_n\), it turns out

\[
\Pr\{X(t_n) = i_n \mid X(t_{n-1}) = i_{n-1} \land \ldots \land X(t_0) = i_0\} = \Pr\{X(t_n) = i_n \mid X(t_{n-1}) = i_{n-1}\} \quad \Box
\]

**Definition 2.13** Let \(X\) be a CTMC.

- The transition matrix of \(X\) from time \(t \in \mathbb{R}_{0,\infty}\) to time \(t' > t\) is matrix \(P_X(t, t')\) defined by
  \[
P_X(t, t') = [\Pr\{X(t') = j \mid X(t) = i\}]_{i,j \in S_X}
  \]

- The infinitesimal generator of \(X\) at time \(t \in \mathbb{R}_{0,\infty}\) is matrix \(Q_X(t)\) defined by
  \[
  Q_X(t) = [q_{i,j}(t)]_{i,j \in S_X} = \lim_{\Delta t \to 0} \frac{P_X(t, t + \Delta t) - I}{\Delta t}
  \]
  where \(I\) is the identity matrix.

- \(X\) is a homogeneous CTMC (HCTMC) if and only if its infinitesimal generator is independent of the time.

- The state probability distribution function of \(X\) at time \(t \in \mathbb{R}_{0,\infty}\) is vector \(\pi_X(t)\) defined by
  \[
  \pi_X(t) = [\Pr\{X(t) = i\}]_{i \in S_X}
  \]

- The stationary probability distribution function of \(X\) is vector \(\pi_X\) defined by
  \[
  \pi_X = \lim_{t \to \infty} \pi_X(t) \quad \Box
  \]

In the continuous time case, the exponential distribution \((F(t) = 1 - e^{-\lambda t}\) for all \(t \in \mathbb{R}_+\), with \(\lambda \in \mathbb{R}_+\) called the rate) is the only distribution enjoying the memoryless property. Therefore, given a HCTMC \(X\), the rates of its transitions can be interpreted as the rates of the exponential distributions describing the durations of the transitions themselves, and it can be proved that the sojourn time of state \(i\) is exponentially distributed with rate \(\sum_{j \in S_X - \{i\}} q_{i,j}\) and the execution probability of the transition from state \(i\) to state \(j\) (given that the current state is \(i\)) is \(q_{i,j}/\sum_{k \in S_X - \{i\}} q_{i,k}\). Moreover, if the state space is finite, it can be shown that the state probability distribution function of \(X\) at time \(t \in \mathbb{R}_{0,\infty}\) is given by
while the stationary probability distribution function of \( X \) can be determined (if the transitions of \( X \) result in a strongly connected graph) by solving the global balance equation

\[
\pi_X \cdot Q_X = 0 \quad \sum_{i \in S_X} \pi_i = 1
\]

Suitable numerical techniques are available for both equation systems [147].

The HCTMC \( X \) can equivalently be represented by means of the p-LTS

\[
(S_X ; R_+ , \{(i,q_{i,j},j) \in S_X \times R_+ \times S_X \} , \pi_X(0) , H_X)
\]

where

\[
H_X(i) = \begin{cases} 
  t & \text{if } \exists j \in S_X \cdot q_{i,j} > 0 \\
  a & \text{otherwise}
\end{cases}
\]

### 2.2.3 Discrete Time Markov Chains

In the discrete time case, passing from one state to another is taken to be one time step.

**Definition 2.14** A discrete time Markov chain (DTMC) [115] is a discrete time stochastic process \( X = \{X_n \mid n \in \mathbb{N}\} \) with discrete state space \( S_X \) such that, for each \( n \in \mathbb{N}_+ , i_0 , \ldots , i_{n-1}, i_n \in S_X \), it turns out

\[
\Pr\{X_n = i_n \mid X_{n-1} = i_{n-1} \land \ldots \land X_0 = i_0\} = \Pr\{X_n = i_n \mid X_{n-1} = i_{n-1}\}
\]

**Definition 2.15** Let \( X \) be a DTMC.

- The transition matrix of \( X \) at step \( n \in \mathbb{N} \) is matrix \( P_X(n) \) defined by
  \[
  P_X(n) = [\Pr\{X_{n+1} = j \mid X_n = i\}]_{i,j \in S_X}
  \]

- \( X \) is a homogeneous DTMC (HDTMC) if and only if its transition matrix is independent of the time.

- \( X \) is an aperiodic DTMC if and only if every state of the DTMC is not periodic. A state of a DTMC is periodic if there exists \( \gamma > 1 \) (called the period of the state) such that the number of transitions traversed when going from \( i \) to itself is of type \( \gamma , 2\gamma , 3\gamma , \ldots \)

- The state probability distribution function of \( X \) at step \( n \in \mathbb{N} \) is vector \( \pi_X(n) \) defined by
  \[
  \pi_X(n) = [\Pr\{X_n = i\}]_{i \in S_X}
  \]
• The stationary probability distribution function of $X$ is vector $\pi_X$ defined by

$$\pi_X = \lim_{n \to \infty} \pi_X(n)$$

• The time-averaged stationary probability distribution function of $X$ is vector $\pi_X$ defined by

$$\pi_X = \lim_{n \to \infty} \frac{1}{n + 1} \sum_{m=0}^{n} \pi_X(m)$$

In the discrete time case, the geometric distribution ($P(n) = p^n \cdot (1 - p)$ for all $n \in \mathbb{N}$, with $p \in [0, 1]$ called the parameter) is the only distribution enjoying the memoryless property. Therefore, given a HDTMC $X$, it can be proved that the sojourn time of state $i$ is geometrically distributed with parameter $p_{i,i}$ and the execution probability of the transition from state $i$ to state $j$ (given that the current state is $i$) is $p_{i,j}$ itself. Moreover, if the state space is finite, it can be shown that the state probability distribution function of $X$ at step $n \in \mathbb{N}$ is given by

$$\pi_X(n) = \pi_X(0) \cdot P^n_X$$

while the stationary probability distribution function of $X$ can be determined (if the transitions of $X$ result in a strongly connected graph and $X$ is aperiodic) by solving the global balance equation

$$\pi_X \cdot P_X = \pi_X$$

$$\sum_{i \in S_X} \pi_i = 1$$

Suitable numerical techniques are available for both equation systems [147]. If $X$ is periodic instead of aperiodic, the formula above computes the time-averaged stationary probability distribution function of $X$.

The HDTMC $X$ can equivalently be represented by means of the p-LTS

$$(S_X, \mathbb{R}_{[0,1]}, \{(i,p_{i,j},j) \in S_X \times \mathbb{R}_{[0,1]} \times S_X\}, \pi_X(0), H_X)$$

where

$$H_X(i) = \begin{cases} v & \text{if } \exists j \in S_X \cdot p_{i,j} > 0 \\ a & \text{otherwise} \end{cases}$$

2.2.4 Ordinary Lumping

The ordinary lumping [144] is an aggregation method that allows an exact analysis of a MC to be carried out on a smaller stochastic process which still is a MC. Exact analysis refers to the fact that, whenever the stationary probability distribution function of the original MC exists, the stationary probability of each macrostate of the lumped MC is the sum of the stationary probabilities of the original states it contains. Though quite helpful, this aggregation should be avoided when it may cause information loss, e.g. as a consequence of merging together states having different meanings w.r.t. a given performance measure.
Definition 2.16 Let \((S_k, \mathbb{R}_+, \longrightarrow, P_k, H_k)\) be the p-LTS representing MC \(X_k, k \in \{1, 2\}\). \(X_2\) is an ordinary lumping of \(X_1\) if and only if \(S_2\) is a partition of \(S_1\) such that:

- for all \(C \in S_2\)
  \[\sum_{s \in C} P_1(s) = P_2(C)\]

- for all \(C \in S_2\) and \(s \in C\)
  \[H_1(s) = H_2(C)\]

- for all \(C, C' \in S_2\) and \(s, s' \in C\)
  \[\sum \{\lambda \in \mathbb{R}_+ \mid \exists s'' \in C'. s \xrightarrow{\lambda} 1 s'' \} = \sum \{\lambda \in \mathbb{R}_+ \mid \exists s'' \in C'. s' \xrightarrow{\lambda} 1 s'' \}\]

- for all \(C, C' \in S_2\)
  \[C \xrightarrow{\lambda} 2 C' \iff \lambda = \sum \{\mu \in \mathbb{R}_+ \mid \exists s \in C, \exists s' \in C'. s \xrightarrow{\mu} 1 s' \}\]

It is easily seen that, if a MC \(X'\) is an ordinary lumping of a MC \(X\), then the p-LTSs underlying \(X\) and \(X'\) are p-bisimilar via the relation that associates each state of \(X\) with the state of \(X'\) that contains it.

2.2.5 Semi-Markov Processes

A semi-Markov process \cite{106} is a generalization of a DTMC where the times between transitions are allowed to be random variables which depend on the current, and possibly the next, state. A CTMC can be regarded as a special case of such a stochastic process.

Definition 2.17 A semi-Markov process (SMP) is a stochastic process \(Z = \{Z(t) \mid t \in \mathbb{R}_{[0, \infty]}\}\) with discrete state space \(S_Z\) defined by

\[Z(t) = Y_{N(t)}\]

where, given a matrix of transition distributions \(Q_Z(t) = [q_{i,j}(t)]_{i,j \in S_Z}\) defined over \(\mathbb{R}_{[0, \infty]}\) and a vector of initial state probabilities \(a_Z = [a_k]_{k \in S_Z}\), we have that:

- \((X, Y) = \{(X_n, Y_n) \mid n \in \mathbb{N}\}\) is a two dimensional stochastic process such that:
  - \(\Pr\{Y_0 = k\} = a_k\) for all \(k \in S_Z\);
  - \(\Pr\{Y_{n+1} = j \wedge X_n \leq t \mid Y_n = i \wedge X_{n-1} = t_{n-1} \wedge \ldots \wedge X_0 = t_0 \wedge Y_0 = i_0\} = \Pr\{Y_{n+1} = j \wedge X_n \leq t \mid Y_n = i\} = q_{i,j}(t)\) for all \(i, j \in S_Z\) and \(t \in \mathbb{R}_{[0, \infty]}\).
here \( Y_n \) is the state of \( Z \) at the epoch of its \( n \)-th transition while \( X_n \) is the elapsed time between the \( n \)-th and \((n+1)\)-th transitions;

- \( N = \{N(t) \mid t \in \mathbb{R}_{[0,\infty]}\} \) is a stochastic process defined by
  \[ N(t) = \sup\{n \in \mathbb{N} \mid S_n \leq t\} \]
  where \( S = \{S_n \mid n \in \mathbb{N}\} \) is a stochastic process such that:
  \[- S_0 = 0; \]
  \[- S_n = \sum_{k=0}^{n-1} X_k \text{ for all } n \in \mathbb{N}_+; \]

  here \( S_n \) is the epoch of the \( n \)-th transition while \( N(t) \) is the number of transitions that occur by time \( t \).

\( Y \) is called the embedded MC of \( Z \) and its transition matrix is given by \( P_Y = [q_{i,j}(\infty)]_{i,j \in S_Z} \).

A SMP thus evolves as follows. Transitions occur from state to state according to a DTMC. When the process is in state \( i \), the next state visited is \( j \) with probability \( p_{i,j} \). When the successive states are \( i \) and \( j \), the distribution function of the time to make the transition is \( F_{i,j}(t) = q_{i,j}(t)/p_{i,j} = \Pr\{X_n \leq t \mid Y_n = i \land Y_{n+1} = j\} \). We denote by \( h(t) = [h_i(t)]_{i \in S_Z} \) the vector of the holding time distribution functions, where \( h_i(t) = \sum_{j \in S_Z} q_{i,j}(t) = \Pr\{X_n \leq t \mid Y_n = i\} \).

**Definition 2.18** Let \( Z \) be a SMP.

- The transition matrix of \( Z \) from time \( t \in \mathbb{R}_{[0,\infty]} \) to time \( t' > t \) is matrix \( P_Z(t,t') \) defined by
  \[ P_Z(t,t') = [\Pr\{Z(t') = j \mid Z(t) = i\}]_{i,j \in S_Z} \]

- \( Z \) is a homogeneous SMP (HSMP) if and only if its transition matrix is independent of the time.

- The state probability distribution function of \( Z \) at time \( t \in \mathbb{R}_{[0,\infty]} \) is vector \( \pi_Z(t) \) defined by
  \[ \pi_Z(t) = [\Pr\{Z(t) = i\}]_{i \in S_Z} \]

- The stationary probability distribution function of \( Z \) is vector \( \pi_Z \) defined by
  \[ \pi_Z = \lim_{t \to \infty} \pi_Z(t) \]

Whenever the stationary probability distribution function of a HSMP \( Z \) exists, it can be determined by first solving

\[ \pi_Y \cdot P_Y = \pi_Y \]
\[ \sum_{i \in S_Z} \pi_{Y,i} = 1 \]
and then letting

$$\pi_{Z,i} = \frac{\pi_{Y,i} \cdot \bar{h}_i}{\sum_{k \in S_Z} \pi_{Y,k} \cdot \bar{h}_k}$$  \hspace{1cm} (2.1)$$

where $\bar{h}_i$ is the average sojourn time in state $i$.

In this thesis we consider HSMPs where the times between transitions are allowed to be only exponentially distributed or zero \(^2\) and depend only on the current state. Moreover, all the outgoing transitions of a given state must be of the same type. A HSMP $Z$ of this kind can be represented by means of the $p$-LTS

$$(S_Z, \mathbb{R}_+ \times \{(i, r_{i,j}, j) \in S_Z \times \mathbb{R}_+ \times S_Z\}, \pi_{Z}(0), H_Z)$$

where $r_{i,j}$ is the rate or the probability of the transition from state $i$ to state $j$ depending on whether it is exponentially timed or immediate, while

$$H_Z(i) = \begin{cases} v & \text{if } \bar{h}_i = 0 \\ t & \text{if } \bar{h}_i \in \mathbb{R}_+ \\ a & \text{if } \bar{h}_i = \infty \end{cases}$$

### 2.2.6 Generalized Semi-Markov Processes

The class of Generalized Semi-Markov Processes (GSMPs), introduced by Matthes (1962) in [121], extends the expressiveness of the class of semi-Markov process by introducing the possibility to have multiple active elements in a state, each with a different duration distribution of its life. When a active element terminates (it dies) a state change occurs and the other elements continue their life in the following state, thus carrying out their residual duration.

**Definition 2.19** A generalized semi-Markov process (GSMP) is a stochastic process defined on a set of states $\{s \mid s \in \mathcal{S}\}$ as follows. In each state $s$ there is a set of active elements $ElSt(s)$ taken from a set $El$, that decay at the rate $Dec(e, s)$, $e \in El$. The set $El$ is partitioned into two sets $El'$ ed $El^*$ with $El = El' \cup El^*$. If $e \in El'$ the element $e$ has an exponentially distributed lifetime, if instead $e \in El^*$ it has an arbitrarily distributed lifetime. Whenever in a state $s$ an advancing element $e$ dies, the process moves to the state $s' \in \mathcal{S}$ with probability $P(s, e, s')$.

The following constraints must be satisfied.

- When the process moves from a state to another, no more than one element of $El^*$ can be born or die contemporaneously.

- The active elements of $El^*$ that do not die in a transition keep their residual duration.
The described process is not Markovian since the lifetimes of elements are arbitrarily distributed. It is not Markovian even in the instants of state change in that an element can continue its life from previous states and its residual duration depends on the lifetime it already spent in the past. The standard technique of including supplementary variables in the representation of a process state [65] allows us to retrieve the Markov property. The state space is extended in the following way: a state of the process is described by a pair \((s, y)\), where \(s \in \mathcal{S}\) and \(y\) is a vector that includes, for each element of \(ElSt(s)\) belonging to \(El^*\), either its residual lifetime or the lifetime it already spent in the past. Both methods achieve the desired goal. Therefore the process assumes partially discrete (states of \(\mathcal{S}\)) and partially continuous (domain of \(y\)) state space.

Because of their complexity, GSMPs are mainly employed in the framework of performance modeling with the purpose to apply simulation techniques. Nevertheless some previous work (see [121, 93, 92, 94]) has been done on the investigation of exact analysis techniques for the evaluation of the steady state probability of GSMPs. For this purpose the concept of insensitivity has been introduced.

**Definition 2.20** A GSMP is said to be insensitive with respect to a given set of elements if its steady state probability depends only on the mean of the lifetime distributions of such elements and not on the “shape” of the distributions.

As a consequence the equilibrium behavior of an insensitive GSMP can be studied by replacing general distributions with any other distributions with the same mean. Exponential distributions are normally used for this purpose in order to reduce the GSMP to a CTMC that can be easily analyzed. It is worth noting that, by observing the formula for the calculation of the steady state probability of a SMP, it easily derives that such class of processes is insensitive to the distribution of the sojourn time in a state.

Conditions for the insensitivity of a GSMP have been studied by Matthes in [121].

**Theorem 2.1** The following statements are equivalent for GSMPs:

- The process is insensitive with respect to the active elements of \(El^*\). That is, the general distributions of the lifetimes of the elements of \(El^*\) can be replaced by any other distributions with the same mean, and yet the process still retains the same equilibrium distribution.

- When all active elements of \(El^*\) are assumed to be negative exponentially distributed, the flux out of each state due to the death of an element of \(El^*\) is equivalent to the flux into that state due to the birth of that element.

The second statement describes the insensitivity balance equations for each element. In SMPs the insensitivity balance equations are identical to the global balance equations (the equations used to determine the steady state distribution of the SMP) because in each state there is a single element which is born when the state is entered and which dies when the state is left. Therefore it follows immediately that any SMP is insensitive.

In the case of insensitivity we have the following theorems.
Theorem 2.2 Consider an insensitive GSMP whose state space has been extended with supplementary variables. The equilibrium density is the same no matter if the state space is extended with the residual lifetimes or with spent lifetimes.

Theorem 2.3 Consider an insensitive GSMP whose state space has been extended with supplementary variables. The equilibrium density of being in state \((s, y)\) is:

\[
\pi(s, y) = \pi(s) \prod_{e \in ElSt(s) \cap El^*} \mu_e \cdot (1 - PDF_e(y_e))
\]

where \(\pi(s)\) is the equilibrium distribution of the purely Markovian form of the GSMP (where each distribution is replaced by the equivalent exponential one), \(PDF_e(t)\) is the distribution of the lifetime of element \(e\), \(y_e\) is the variable associated with \(e\), and \((\mu_e)^{-1}\) is the mean of the distribution of \(e\).

A GSMP can be represented by a tuple:

\[(S, El, ElPDF, ElSt, Dec, \rightarrow, Pr, P_{init})\]

where:

- \(S\) is the set of the states of the GSMP.
- \(El\) is the set of the elements of the GSMP.
- \(ElPDF : El \rightarrow PDF^+\) is a function that associates with each element the distribution of its lifetime.
- \(ElSt : S \rightarrow El\) is a function that associates with each state the set of its active elements.
- \(Dec : El \times S \rightarrow \mathbb{R}^+\) is a partial function that associates a decay rate with each active element of each state. \(Dec\) is partial because for each \(s \in S\) it is defined only for the \((e, s)\) such that \(e \in ElSt(s)\).
- \(\rightarrow \subseteq S \times El \times S\) is a relation that represents the transitions between the states of the GSMP. They are labeled by the element \(e \in El\) that terminates. We include only transitions for which \(Pr(s, e, s') > 0\).
- \(Pr\) is a function that associates a (non zero) probability with each transition of the GSMP (relation \(\rightarrow\)). The meaning of \(Pr\) is: if in \(s\) an element \(e\) terminates, with probability \(Pr(s, e, s')\) the process moves into state \(s'\). For what we said in the previous item, \(Pr\) is never zero over its domain, whilst it is considered as zero outside.
- \(P_{init} : S \rightarrow [0,1]\) is a function that associates with each state the probability that it is the initial state.

Note that, given a tuple defining a GSMP, the sets \(El'\) and \(El^*\) are derived in the following way:

\(^3\)Since the state space is now partially continuous we speak of “density”, instead of “distribution”.


\begin{itemize}
\item $El' = \{ e \in El \mid \exists \lambda : ElPDF(e) = Exp(\lambda) \}$
\item $El^* = \{ e \in El \mid \not\exists \lambda : ElPDF(e) = Exp(\lambda) \}$
\end{itemize}

where $Exp(\lambda)$ is the exponential distribution with rate $\lambda$.

\subsection{Phase-Type Distributions}

A phase-type distribution \cite{129} is a continuous distribution function describing the time to absorption in a finite state HCTMC having exactly one absorbing state. Well known examples of phase type distributions are the exponential distribution, the hypoexponential distribution, the hyperexponential distribution, and the Coxian distribution, which are characterized in terms of time to absorption in a finite state HCTMC with an absorbing state as depicted in Fig. 2.1. In Fig. 2.1(a) we show the HCTMC corresponding to an exponential distribution with rate $\lambda \in \mathbb{R}^+$; in Fig. 2.1(b) the HCTMC corresponding to an $n$-stage hypoexponential distribution with rates $\lambda_i \in \mathbb{R}^+$, $1 \leq i \leq n$; in Fig. 2.1(c) the HCTMC corresponding to an $n$-stage hyperexponential distribution with rates $\lambda_i \in \mathbb{R}^+$, $1 \leq i \leq n$ and branching probabilities $p_i \in [0,1]$, $1 \leq i \leq n$, where $\sum_{i=1}^{n} p_i = 1$; finally in Fig. 2.1(d) the HCTMC corresponding to an $n$-stage Coxian distribution with rates $\lambda_i \in \mathbb{R}^+$, $1 \leq i \leq n$, and branching probabilities $p_i, q_i \in [0,1]$ where $p_i + q_i = 1$, $1 \leq i \leq n - 1$.

As we will see more extensively in the second part of the thesis, phase-type distributions make the limitation to exponential distributions inherent of HTCMCs less restrictive from a modeling viewpoint, as they can be used to describe or approximate many probability distributions frequently occurring in practice.
2.2.8 Reward Structures

Reward structures permit us to specify and derive measures for system models represented by SMPs.

Definition 2.21 A reward structure [110] for a SMP is composed of:

- A yield function \( y_{i,j}(t) \) expressing the rate at which reward is accumulated at state \( i \) \( t \) time units after \( i \) was entered when the successor state is \( j \).
- A bonus function \( b_{i,j}(t) \) expressing the reward awarded upon exit from state \( i \) and subsequent entry into state \( j \) given that the holding time in state \( i \) was \( t \) time units.

Since the generality of this structure is difficult to fully exploit due to the complexity of the resulting solution, the analysis is usually simplified by considering yield functions that do not depend on the time nor the successor state, as well as bonus functions that do not depend on the holding time of the previously occupied state: \( y_{i,j}(t) = y_i \) and \( b_{i,j}(t) = b_{i,j} \).

Several performance measures can be calculated by exploiting rewards. According to the classifications proposed in [143, 91], we have instant-of-time measures, expressing the gain received at a particular time instant, and interval-of-time (or cumulative) measures, expressing the overall gain received over some time interval. Both kinds of measures can refer to stationary or transient state. In the following, we shall concentrate on instant-of-time performance measures.

In the stationary case, instant-of-time performance measures quantify the long run gain received per unit of time. Given yield rewards \( y_i \) and bonus rewards \( b_{i,j} \) for a certain SMP, the corresponding stationary performance measure is computed as:

\[
\sum_i y_i \cdot \pi_i + \sum_i \sum_j b_{i,j} \cdot \phi_{i,j}
\]  

(2.2)

where \( \pi_i \) is the stationary probability of state \( i \) and \( \phi_{i,j} \) is the stationary frequency with which the transition from state \( i \) to state \( j \) is traversed.

- In the case of a homogeneous semi-Markov reward process (HSMRP) with transition matrix of the embedded DTMC \( P \) (whose stationary probabilities are denoted \( \pi' \)) and with average holding times \( h \) restricted to be either exponentially distributed or constant zero, the stationary frequency \( \phi_{i,j} \) is given by the stationary frequency with which state \( i \) is entered (i.e. the ratio of its stationary probability to its average holding time) multiplied by the probability with which the transition from state \( i \) to state \( j \) is traversed given that the current state is \( i \):

\[
\phi_{i,j} = \frac{\pi'_i}{\sum_k \pi'_k \cdot h_k} \cdot p_{i,j}
\]
• In the case of a homogeneous continuous time Markov reward chain (HCTMRC) with infinitesimal generator $Q$, the stationary frequency $\phi_{i,j}$ is given by the stationary probability of state $i$ multiplied by the rate of the transition from state $i$ to state $j$ (as the probability of traversing such a transition given that the current state is $i$ is the ratio of its rate to the reciprocal of the average holding time of $i$):

$$\phi_{i,j} = \pi_i \cdot q_{i,j}$$

• In the case of a homogeneous discrete time Markov reward chain (HDTMRC) with transition matrix $P$, the stationary frequency $\phi_{i,j}$ is given by the stationary probability of state $i$ (as a transition from state $i$ is executed one time unit after entering $i$) multiplied by the probability with which the transition from state $i$ to state $j$ is traversed given that the current state is $i$:

$$\phi_{i,j} = \pi_i \cdot p_{i,j}$$

In the transient state case, instant-of-time performance measures quantify the gain received at a given time instant. Given yield rewards $y_i$ and bonus rewards $b_{i,j}$ for a certain SMP, the corresponding transient state performance measure is computed as:

$$\sum_i y_i \cdot \pi_i(t) + \sum_i \sum_j b_{i,j} \cdot \phi_{i,j}(t)$$

where $\pi_i(t)$ is the probability of being in state $i$ at time $t$ and $\phi_{i,j}(t)$ is the the transient frequency with which the transition from state $i$ to state $j$ is traversed at time $t$, which is computed in the same way as $\phi_{i,j}$ with $\pi_i(t)$ in place of $\pi_i$.

As a graph theoretic representation of HSMRPs, HCTMRCs, and HDTMRCs, we propose an extension of p-LTSs where bonus rewards are added to transition labels and a yield reward function over states is introduced.

**Definition 2.22** A probabilistically rooted labeled transition system with rewards (pr-LTS) is a tuple

$$(S, \mathbb{R}_+ \times \mathbb{R}, \rightarrow, P, H, Y)$$

where:

• $S$, $\rightarrow$, $P$, and $H$ are defined as for a p-LTS.

• $Y : S \rightarrow \mathbb{R}$ is called the yield reward function.

**Definition 2.23** Let $Z_k = (S_k, \mathbb{R}_+ \times \mathbb{R}, \rightarrow_k, P_k, H_k, Y_k)$, $k \in \{1, 2\}$, be two pr-LTSs.

• $Z_1$ is pr-isomorphic to $Z_2$ if and only if there exists a bijection $\beta : S_1 \rightarrow S_2$ such that:
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– for all \( s \in S_1 \)

\[
P_1(s) = P_2(\beta(s))
\]

\[
H_1(s) = H_2(\beta(s))
\]

\[
Y_1(s) = Y_2(\beta(s))
\]

– for all \( s, s' \in S_1, \lambda \in \mathbb{R}_+, \text{ and } r \in \mathbb{R} \)

\[
s \xrightarrow{\lambda,r} s' \iff \beta(s) \xrightarrow{\lambda,r} \beta(s')
\]

\[\bullet\] \( Z_1 \) is pr-bisimilar to \( Z_2 \) if and only if there exists a relation \( B \subseteq S_1 \times S_2 \) with reflexive, symmetric and transitive closure \( B' \subseteq (S_1 \cup S_2) \times (S_1 \cup S_2) \) such that:

– for all \( C \in (S_1 \cup S_2)/B' \)

\[
\sum_{s \in C \cap S_1} P_1(s) = \sum_{s \in C \cap S_2} P_2(s)
\]

– whenever \( (s_1, s_2) \in B \), then

\[
H_1(s_1) = H_2(s_2)
\]

\[
Y_1(s_1) = Y_2(s_2)
\]

– whenever \( (s_1, s_2) \in B \), then for all \( r \in \mathbb{R} \) and \( C \in (S_1 \cup S_2)/B' \)

\[
\sum \{ \lambda \in \mathbb{R}_+ \mid \exists s'_1 \in C \cap S_1. s \xrightarrow{\lambda,r} s'_1 \} = \sum \{ \lambda \in \mathbb{R}_+ \mid \exists s'_2 \in C \cap S_2. s \xrightarrow{\lambda,r} s'_2 \}
\]

The relationship between ordinary lumping with rewards [130] and pr-bisimilarity is the same as the relationship between ordinary lumping and p-bisimilarity reported at the end of Sect. 2.2.4.

2.2.9 Queueing Systems

A \textit{queueing system (QS)} [115] is an abstract model largely used for evaluating the performance of computer and communication systems through the computation of measures such as system throughput, resource utilization, and user response time. A QS is a service center, composed of a waiting queue and a given number of servers, which provides a certain service to a population of customers according to a given discipline. As an example, we can think of a computer system as a QS, where the central unit can be viewed as the server and the various devices can be viewed as the customers.

In this thesis, we shall be mainly concerned with QSs \( M/M/n/q/m \) with arrival rate \( \lambda \) and service rate \( \mu \), which are defined as follows (see Fig. 2.2):

1. The customer arrival process is Markovian with rate \( \lambda \).
2. The customer service process is Markovian with rate $\mu$.

3. There are $n$ independent servers.

4. There is a FIFO queue with $q - n$ seats. When missing, parameter $q$ denotes an unbounded queue.

5. There are $m$ independent customers. When missing, parameter $m$ denotes an unbounded population of customers.

---

**Figure 2.2**: Structure of a QS

As an example, consider a QS $M/M/1$ with arrival rate $\lambda$ and service rate $\mu$. The stochastic process underlying this QS is a HCTMC. If state $s_i$ represents the situation in which $i$ customers are in the system, then state $s_0$ has a transition toward $s_1$ labeled with $\lambda$ while state $s_i$, $i \in \mathbb{N}_+$, has a transition toward $s_{i+1}$ labeled with $\lambda$ and a transition toward $s_{i-1}$ labeled with $\mu$. It can be shown that this HCTMC admits stationary probability distribution function if and only if $\lambda < \mu$, in which case for all $i \in \mathbb{N}$

$$
\pi_i = (1 - \lambda/\mu)(\lambda/\mu)^i
$$

From this distribution we can compute the mean number of customers in the system as

$$
\sum_{i=0}^{\infty} i \cdot \pi_i = \frac{(\lambda/\mu)}{(1 - \lambda/\mu)}
$$

while the average waiting time in the system is derived by Little's law as the value above divided by $\lambda$

$$
\frac{(1/\mu)}{(1 - \lambda/\mu)}
$$

Moreover, the utilization of the server is given by

$$
\sum_{i=1}^{\infty} \pi_i = 1 - \pi_0 = \lambda/\mu
$$

The presence of this background section is justified by the fact that QSs will be often used as examples throughout the thesis.
Part I

ST Semantics
Chapter 3

Deciding and Axiomatizing Weak ST Bisimulation

In this chapter we address the problem of deciding and axiomatizing weak ST bisimulation for process algebras with recursion and action refinement. ST bisimulation is a bisimulation based equivalence which expresses the execution of an action as the combination of the two interdependent events of action start and action termination and which supports the operation of action refinement. Since in the rest of the thesis we will use ST semantics for expressing the behavior of timed formalisms with durational activities, this chapter introduces basic results that will be used several times throughout the thesis.

Due to the complex nature of bisimulation equivalences which extend the ordinary notion of bisimulation by expressing some form of history dependence (like ST bisimulation), it turned out to be problematic to decide them over non trivial classes of recursive systems. Moreover, to the best of our knowledge, the problem of axiomatizing them over such classes of systems has never been previously solved.

In this chapter we solve this problem in the case of weak ST bisimulation as follows. We first consider the basic process algebra with CSP multiway synchronization and recursion introduced in Chapter 2 and we show that a simple technique based on static names is sufficient to decide weak ST bisimulation over processes which are finite state according to the standard interleaving semantics. Then we introduce a different technique based on dynamic names and on the new idea of compositional level-wise renaming of actions (which produces semantic models via Structural Operational Semantics such that weak ST bisimulation can be established through standard weak bisimulation) and we show that it can be applied to decide and axiomatize weak ST bisimulation over the same class of processes. Finally we introduce a third technique based on pointers, updated according to a pseudo stack discipline, which preserves the possibility of deciding and axiomatizing weak ST bisimulation also when an action refinement operator is considered.

3.1 Introduction

ST semantics, originally defined in [81] over Petri Nets, is one of the most studied non-interleaving semantics. The main reason is that ST semantics is the least informative semantics that is a congruence for action
refinement [78, 4, 152, 83, 85, 52], thus allowing for the top-down design of concurrent systems. This semantics describes the behavior of a concurrent system in terms of activities which exhibit a duration. In particular, actions are not atomic as in standard interleaving semantics, but the execution of an action is split into the two distinguished events of action start and action termination. Between such events, other system activities may evolve. Moreover, enough information is included in semantic models so that the event of an action termination uniquely determines to which event of action start it refers to, even in the situation of auto-concurrency (i.e., multiple actions of the same type being in execution at the same time). Different implementations of the ST semantics are reported in [78, 52] and, under other names, also in [152, 4, 75].

The ST semantics has found application in several different contexts. For example the ST idea of representing durational actions has turned out to be useful to express the semantics of languages with time, e.g., [153] argues that ST bisimulation is the correct equivalence for comparing the time behavior of concurrent systems in an asynchronous setting, while in this thesis we will show that, when the duration of the activities of a concurrent system is specified by a general probability distribution, the use of ST semantics produces suitable semantic models that can be analyzed to obtain performance measures.

Besides ST bisimulation, other bisimulation equivalences expressing some form of history dependence (the fact that in ST semantics action terminations are uniquely related to action starts is a form of history dependence) have been defined in the literature: e.g. history preserving bisimulation [142, 71, 79, 72] and location bisimulation [31, 2, 127, 55]. Due to the complex nature of this kind of equivalences it turned out to be problematic to decide them in the presence of recursion (see for instance [114, 77, 76] for positive results and [111] for a negative result). Moreover to the best of our knowledge, the problem of axiomatizing them over non trivial classes of systems (e.g. classes which include most recursive systems) has never been solved. For instance, the axiom systems for ST bisimulation presented in [96, 3] only deal with nonrecursive systems.

Two main approaches have been developed in the literature for expressing history dependent bisimulations.

The first approach is based on static names [79, 78, 4, 2, 55]. According to this approach a unique name is statically assigned (i.e. on the basis of the syntactical structure of the process) to each different “historical element” (e.g. a started action in ST semantics) which must be referred to in labels of process computations. Such references express the history dependence. Then history dependent bisimulation is defined by making associations among static names of historical elements of different processes that are put in correspondence by the equivalence. An advantage of this approach is that it gives the opportunity to produce (as done for location semantics in [2, 55]) finite semantic models also for a wide class of recursive systems. The main drawback of this approach is that each kind of history dependent bisimulation has a different definition which deviates from standard bisimulation. As a consequence, there is no simple way to derive an axiomatization for such history dependent bisimulations by using an approach similar to that employed for standard bisimulation in process algebras with an interleaving semantics (equality of two terms would depend on the associations already established among their historical elements), and the
results previously developed for standard bisimulation theory (e.g. tools for verification) cannot be directly exploited.

The second approach is based on pointers [71, 83, 85, 52]. According to this approach, a historical dependence is expressed in the label of a computation by a pointer that determines the position in the semantic model of the transition that “activated” such “historical element” (i.e. the transition representing an action start in ST semantics). This approach has the advantage that the equivalence of terms, according to a history dependent bisimulation, can be established by simply applying the standard notion of bisimulation on a particular semantic model especially constructed for that kind of history dependent bisimulation. The drawback of the techniques used in [71, 83, 85, 52] is that for most recursive systems (e.g. for $a \parallel_{\text{rec}} X.b.X$ in [71, 83, 52]) a semantic model with an infinite number of states is produced. As a consequence there is no easy way to decide or axiomatize history dependent equivalences between process terms which include recursion.

A further step is made in [126]. Here a technique for expressing history preserving semantics is developed, which is based on dynamic names. This technique combines the advantages of the first and second approach: finite semantic models are produced for a wide class of recursive systems and history preserving bisimulation is decided simply by applying the standard definition of bisimulation. The idea of the approach of [126] is to dynamically assign - with a fixed rule - a different name to each new “historical element” that becomes active, on the basis of the names of the historical elements already active; in particular, names of obsolete “historical elements” (which are no longer active) are reused. Note that this technique is based on names as the approach of [79, 78, 4, 2, 55], but here names are not assigned statically (i.e. at compile-time) according to their syntactical position in the initial process, they are instead computed dynamically while the system evolves (i.e. at run-time). Since the method to compute new names is fixed, processes that perform equivalent computations produce the same names for “historical elements”. As a consequence the history dependent bisimulation can be decided by applying standard bisimulation. Unfortunately the technique developed in [126] is not compositional, in the sense that, in order to produce the history preserving semantic model of a term, first an intermediate semantic model of the whole term must be computed and then transformed by adjusting history information in transitions. Hence also with the technique of [126], since it is not compositional, there is no easy way to produce an axiomatization for a history dependent bisimulation.

In this chapter, we first show that, considered the process algebra introduced in Chapter 2 which extends the basic algebra of [4] (which has prefix, choice and CCS [122] parallel composition) with CSP [109] multiway synchronization and recursion, a technique based on static names can be easily employed to decide weak ST bisimulation over processes which are finite state according to the standard interleaving semantics. Then we show that an axiomatization of weak ST bisimulation which is complete over such class of processes can

\[1\] The idea of dynamic names already appeared in [31], but in that chapter no special technique (like reuse of names) is employed in order to obtain finite models.
be naturally obtained by combining the idea of dynamic names (which allow us to produce finite semantic models for a wide class of recursive systems and to establish ST bisimulation through standard bisimulation) with the new idea, we introduce here, of levelwise renaming of actions which provide us with compositionality. Finally we consider a more complex process algebra which includes in addition an action refinement operator and we face the problem of deciding and axiomatizing weak ST bisimulation for such a process algebra. We solve this problem by considering a third, completely new, idea for referring to historical elements (action starts) which, with respect to the dynamic name technique, maximizes the reuse of names. The resulting technique turns out to be no longer based on (static or dynamic) names, but on a dynamic re-denomination of actions which makes the technique more similar to an approach based on pointers. The main difference with the previous techniques based on pointers is that our new technique, which is called stack technique, is not affected by the problem of producing infinite semantic models in the presence of recursion for a wide class of processes. We show that by combining the stack technique with the idea of levelwise renaming it is indeed possible to axiomatize weak ST bisimulation over a wide class of processes of the language with action refinement.

In the following we will explain in more details the results that we present in this chapter.

3.1.1 ST Semantics via Static Names

We start by considering a basic process algebra like that introduced in Chapter 2, called Basic Language (BL), equipped with the CCS prefix and choice operators, the CSP parallel and hiding operators and a recursion operator.\footnote{To be precise, with respect to the algebra considered in Chapter 2, in BL we use a recursion operator \texttt{"rec\_\_"}, instead of process constants, to denote recursion and we do not consider a relabeling operator.} We show how to define ST semantics in SOS style \[137\] for BL by using static names so that finite state semantic models are obtained for processes which are finite state according to the standard interleaving semantics. This is obtained thanks to the observation that, for the purpose of defining an ST semantics, it is not necessary to assign a different static name to every action of a process (as done e.g. in \[4\]), but it is just sufficient to consider action locations (syntactical positions with respect to parallel operators) as their static names. Moreover with respect to \[4\] the definition of operational ST semantics is more complex because of multiway CSP synchronization. As we will see, the fact that visible actions can be obtained by synchronization leads to the necessity of enriching the representation of system states so that they include explicitly the information about the locations of the actions in execution (i.e. started but not terminated yet). The definition of weak ST bisimulation for static names that we employ is just that defined in \[4\] under the name of “weak refine bisimulation”, where equivalence is established by making associations among static names of actions that are put in correspondence by the bisimulation. Note that it is correct to consider the equivalence of \[4\] as a definition for ST bisimulation since it has been proven in \[84\] to correspond to the original definition of ST equivalence \[78\]. We show that through our technique we can decide weak ST bisimulation over BL processes with a finite state interleaving semantics.
3.1.2 ST Semantics via Dynamic Names

Then we address the problem of axiomatizing weak ST bisimulation over processes of $BL$ with a finite state interleaving semantics. Our approach is based on the observation that this can be easily done provided that we have a compositional approach for deriving semantic models which express ST semantics via dynamic names (a different name is dynamically assigned to each action that starts execution through a fixed rule and names of terminated actions are reused when new actions start). This because, similarly to [126], such semantic models are finite for processes with a finite state interleaving semantics and ST bisimulation of two processes can be decided simply by applying the standard definition of bisimulation. More precisely what we need is a structural operational semantics (SOS [137]) which allows us to derive, notably for the parallel composition operator “∥”, the ST computations of $P \parallel Q$ (starts or terminations of actions with certain dynamic names) from the ST computations of $P$ and $Q$. As long as we consider only terms with choice, prefix and termination operators, where ST computations are encoded in prefixes (such terms are just normal forms, i.e. representations of a semantic model), axiomatizing standard bisimulation is simply done with the standard axiom set developed by Milner [122]. In order to transform a general term in normal form it is just sufficient to have axioms that reflect the operational rules for the operator ∥, i.e. they must derive from the computations of $P$ and $Q$ (prefixes representing starts or terminations of actions with certain dynamic names), the computations of $P \parallel Q$ (in the form of prefixes representing starts or terminations of actions with certain dynamic names).

Therefore the essence of the problem of developing the axiomatization is obtaining compositionality in the generation of semantic models. In order to do this it is necessary to associate in some way the dynamic names assigned to actions at the level of $P \parallel Q$, generated according to the fixed rule for creating new names, to the dynamic names assigned to the same actions inside $P$ or $Q$ (which in general are different) generated according to the same rule. In this way when a future reference to an action is made by a termination transition inside $P$ or $Q$ such a reference can then be re-mapped to the correct reference at the level of $P \parallel Q$.

We show that it is possible to do this by parameterizing in state terms each parallel operator with a mapping $M$ which records such associations while new names are generated. The resulting technique is a levelwise renaming technique where actions are renamed at each structural level (e.g. from the level of $P$ or $Q$ to the level of $P \parallel_M Q$) according to such mappings.

Through this technique we define ST semantics in SOS style for $BL$ processes via dynamic names and we show that: (i) the semantic models produced are finite for processes with a finite state interleaving semantics, (ii) standard weak bisimulation of the semantic models of two $BL$ processes holds whenever they are weak ST bisimilar according to the definition with static names, and (iii) we can easily produce an axiomatization for weak ST bisimulation which is complete over finite state guarded processes.
3.1.3 ST Semantics via the Stack Technique

In the last part of the chapter we propose a better (even if less intuitive) technique for implementing ST semantics that is based on some sort of pointers instead of dynamic names, but still relies on our idea of levelwise renaming. The main difference with the previous technique is that, while with the dynamic name technique the reuse of names is “on demand”, i.e. it is delayed until new names need to be activated, here the reuse of names is always done as soon as an “active” (started) action terminates, by changing the names of the other active actions. Hence here reuse is performed eagerly. A consequence is that the name assigned to an active action changes dynamically while other actions start and terminate, hence it assumes the flavor of a pointer. In a state of a semantic model the name of an active action (its pointer) is determined by the position of such action in a “stack” of the currently active actions. For this reason this technique is called stack technique. The stack technique produces a simpler representation for states and more compact semantic models with respect to the technique based on dynamic names.

Moreover we show that with the stack technique it is possible to solve some problems that arise with the dynamic name technique when we consider a Refinement Language RL which extends the language BL with an action refinement operator $P[a \leadsto Q]$ which performs the semantic refinement of all actions $a$ executed by $P$ to $Q$ [78, 73, 86]. In particular with the dynamic name technique there is no easy way to define a semantics for $P[a \leadsto Q]$ so that if both $P$ and $Q$ are finite state processes then $P[a \leadsto Q]$ is finite state, hence to decide and axiomatize ST bisimulation for a wide class of processes containing the refinement operator.

Through the new approach, we define ST semantics in SOS style for RL processes via the stack technique and we show that: (i) the semantic models produced are finite for BL processes with a finite state interleaving semantics, (ii) standard weak bisimulation of the semantic models of two BL processes holds whenever they are weak ST bisimilar according to the definition with static names, (iii) if both $P$ and $Q$ are finite state processes then $P[a \leadsto Q]$ is finite state, and (iv) we can easily produce an axiomatization for weak ST bisimulation which is complete over finite state guarded processes of RL.

3.1.4 Outline of the Chapter

The chapter is organized as follows. In Sect. 3.2 we present the basic language BL. In Sect. 3.3 we present the technique for defining ST semantics of BL via static names and we recall the definition of weak ST bisimulation of [4]. In Sect. 3.4 we present the technique for defining ST semantics of BL via dynamic names and we present a complete axiomatization of weak ST bisimulation of finite state guarded BL processes. In Sect. 3.5 we analyze the drawbacks of the dynamic name technique and we introduce the refinement language RL. In Sect. 3.6 we present the stack technique for defining ST semantics of RL and we present a complete axiomatization of weak ST bisimulation of finite state guarded RL processes. In Sect. 3.7 we compare the size of the ST semantic models produced with our three techniques for a BL process. Finally, in Sect. 3.8 we report some concluding remarks.
3.2 The Basic Language

Let $A$ be a countable set of observable action types; $a, b, c$ range over $A$ and $S, L$ over the subsets of $A$. The set of all action types is denoted by $\text{Act} = A \cup \{\tau\}$, where $\tau$ is a distinguished type representing an internal computation. Let $\mu$ range over $\text{Act}$. Moreover let $\text{Var}$ be a set of process variables ranged over by $X, Y, Z$.

The $\text{BL}$ terms are generated by the following syntax:

$$P ::= 0 \mid X \mid \mu.P \mid P + P \mid P \parallel S \mid P/L \mid \text{rec}X.P$$

“0” denotes a process that cannot move. The operators “.” and “+” are the CCS [122] prefix and choice. “$\parallel S$” is the CSP [109] parallel operator, where synchronization over actions in $S$ is required. “$/L$” is the hiding operator which turns the actions in $L$ into $\tau$ actions. Finally “$\text{rec}X$” denotes recursion in the usual way. We denote by $\text{BL}_C$ the set of $\text{BL}$ processes, i.e. closed terms of $\text{BL}$, and by $\text{BL}_{CG}$ the set of strongly guarded processes of $\text{BL}$ (see the definition of $\text{BL}$ strongly guarded process in Appendix A). In the following, in order to avoid ambiguities, we assume the following operator precedence relation: hiding $>$ prefix $>$ recursion $>$ parallel composition $>$ choice.

3.3 ST Semantics via Static Names

The static name technique is based on the idea of statically assigning a name to each action occurring in a $\text{BL}$ process $P$ on the basis of its syntactical position in $P$. Names must be assigned to actions in such a way that we are guaranteed that any two actions of the same type $a$ that can be executed simultaneously (there may exist a state in which they are both started but not terminated yet) always get different names. In this way, when an action $a$ with a given name terminates, it is always clear which action $a$ (among those in execution) is terminating and we preserve the correct relationship between action starts and action terminations, as required by ST semantics. We point out that, for the purpose of defining an ST semantics, it is not necessary to identify every action of a term as a different action (as done, e.g., in [4]). For example two consecutive actions $a$ of a term executed by the same sequential process (with the form $a.a.P'$) cannot be concurrently executed, but are causally related. Thus the two actions cannot overlap during their execution and once an action has started it must terminate before the other one can start. Therefore even if the two actions are not distinguished by the identification mechanism the event of an action termination is still uniquely related to the event of its start (there is no ambiguity about which action is terminating). Also alternative actions $a$ of a term executable by the same sequential process (with the form $a.P' + a.P''$) can be identified in the same way since the execution of one of them excludes the execution of the other one.

The method that we adopt for assigning names to actions is based on locations. The name of an action is given by its location defined as the syntactical position (left or right) with respect to the parallel operators of the term $P$ specifying the system. Therefore in the semantic model of a $\text{BL}$ process $P$ the event of starting of an observable action $a$ is represented by a transition labeled by $a^*_{\@}$, where $\@$ is the location of
the action, while the event of termination of the action is represented by a transition labeled by $a_{\bar{\@}}$, where the location $\@$ is an “identifier” which uniquely determines which action $a$ is terminating. A consequence of using action locations as static names with respect to the approach of [4] is that we can easily deal with recursion and, since action locations are “reused” by the actions of the same sequential process, we can obtain finite semantic models also in the presence of recursion.

For the choice of the CSP operators of multiway synchronization and hiding, we are forced to deviate from the simpler approach of [4]. In particular, since visible actions $a$ can be obtained by synchronization, we need (as we will see) to record the locations of synchronized actions under execution (started but not terminated yet) and so it is necessary to represent system states as pairs $\langle P, ex \rangle$ composed of a term $P$ and a set $ex$ of locations of actions in execution. Another technical difference with [4] regards the treatment of $\tau$ actions. Since $\tau$ actions are invisible (weak ST bisimulation abstracts from them), we do not have to associate names with $\tau$ actions when they are executed, as in [4]. However, differently from [4] where $\tau$ actions are executed in a single step, in our approach we represent the execution of a $\tau$ action as the combination of two “invisible events” $\hat{\tau}$ of action start and action termination. Both events are represented by $\hat{\tau}$ since they are invisible and we adopt a notion of weak ST bisimulation which abstracts from $\hat{\tau}$ transitions (instead of abstracting from $\tau$ transitions as usual). On the other hand splitting $\tau$ actions, as we do for visible actions, adheres to the intuition that the semantics of $\tau$ should be isomorphic to that of $a/\{a\}$, where the two events $a^+$ and $a^-$ are separately hidden.

As we already said in the introduction, in the case of the static name technique the definition of ST equivalence (which is taken from [4]) is rather complex because it must somehow abstract from the particular names chosen for the actions of a given $BL$ process $P$. The problem of name abstraction derives from the fact that the role of static names is just to distinguish actions of the same type executed in parallel by a single process $P$, but not to distinguish actions of the same type executed by different processes $P$ and $P'$.

Since the mechanism for assigning names to actions is based on syntactical positions, two terms $P$ and $P'$ that behave in an equivalent way may get different names for corresponding actions. For instance in the two terms $a \parallel b$ and $b \parallel a$, which should be clearly equivalent, the action $a$ of $a \parallel b$ gets name $a_l$ (where $l$ stands for “left”) while the action $a$ of $b \parallel a$ gets name $a_r$ (where $r$ stands for “right”) and similarly for actions $b$.

In order to implement abstraction from action names the definition of weak ST bisimulation must somehow associate the names of the actions used by one process with the names of the corresponding actions used by the other one. More precisely, while checking weak ST bisimulation of two processes $P$ and $Q$, we make use of an association history $H$ where we record associations $\langle a, \@', \@'' \rangle$ between names of corresponding actions, where $a$ is the type of the two actions, $\@'$ is the location of the action $a$ of $P$, and $\@''$ is the location of the corresponding action $a$ of $Q$. We add a new association $\langle a, \@', \@'' \rangle$ to $H$ whenever $P$ performs an $a^+_{\@'}$ transition and $Q$ performs a corresponding $a^-_{\@''}$ transition. After the association $\langle a, \@', \@'' \rangle$ is established, the two processes $P$ and $Q$ are equivalent only if $P$ performs the transition $a^-_{\@'}$ in correspondence to the transition $a^+_{\@''}$ of $Q$. Whenever this happens, the association $\langle a, \@', \@'' \rangle$ is removed from $H$. In the following
we use $a: (@', @'')$ to stand for $(a, @', @'') \in H$.

### 3.3.1 Definition of ST Operational Semantics via Static Names

Now we show how the static name technique can be exploited to give operational ST semantics to our basic language $BL$. First of all, we need to extend the $BL$ syntax to represent actions started but still to be terminated in the state terms of semantic models. The new prefix $a^-$ represents a visible action $a$ that still has to terminate and the new prefix $\hat{\tau}$ represents a silent action $\tau$ that still has to terminate. Therefore the metavariable for action prefix is $\eta$, which ranges over $Act \cup \{a^- | a \in A\} \cup \{\hat{\tau}\}$.

The set $BL_{sn}$ of state terms of $BL$ (where the $sn$ stands for the static name technique) is generated by the following syntax:

$$T ::= 0 | X | \eta \cdot P | P + P | T \parallel T | T/L | \text{rec} X \cdot P$$

where $P \in BL$. We denote by $BL_{sn,C}$ the set of processes of $BL_{sn}$, i.e. closed terms of $BL_{sn}$.

In order to complete the description of states of semantic models we formally introduce global locations of actions in execution.

**Definition 3.1** The set $GLoc$ of global locations is generated by the following syntax:

$$@ ::= l@ | r@ | <@ | @'> | •$$

Given a process $P$ such that $P' \parallel_@ P''$ is the subterm of $P$ corresponding to its top-level parallel operator, then: an action of $P$ in execution at global location $l@$ is located in the term $P'$ and, inside $P'$, as described by $@$; an action of $P$ in execution at global location $r@$ is similarly located in $P''$; and an action of $P$ in execution at global location $<@ | @'>$ is obtained by the synchronization of two actions, one located in the term $P'$ at location $@'$ and the other one in the term $P''$ at location $@''$. An action of a process $P$ in execution at global location $•$ is an action executed by $P$ not in the scope of any parallel operator.

**Example 3.1** Consider $(a^-.P \parallel_@ b^-.Q) \parallel_@ {b^-} \cdot R$. Then $l@•$ is the global location of the action $a$ in execution in the leftmost sequential process. Moreover $<r • | •>$ is the global location of the action in execution obtained by synchronizing the two actions $b$.

Note that the structure of the syntax of terms in $BL_{sn}$ makes evident that, as we already explained, it can never happen that we have two actions in execution with the same global location since in a term of $BL_{sn}$ each sequential process may include at most one action $a^-$. We denote by $ex$ a set of pairs $(a, @)$ representing the type and global locations of the actions in execution in a system state (actions started but not terminated yet). $ex$ ranges over the set $Ex = \mathcal{P}(A \times GLoc)$. In the following we use $a: @$ to stand for $(a, @) \in ex$.

The states of the semantic model of a process of $BL$ are pairs $(T, ex)$, with $T \in BL_{sn}$ and $ex \in Ex$, where $ex$ includes the global locations of the actions in execution in $T$. The set of states is denoted by
\[ \Sigma = BL_{sn,C} \times Ex, \text{ ranged over by } s,t. \]  
It is necessary to include \( ex \) in the representation of a system state because it records the synchronization structure of started actions. Consider for example the term \( \langle a,0 \| a,0 \| a,0 \rangle \). In this term two actions may start execution before any action terminates so that we reach the state \( \langle a,0 \| a,0 \| a,0 \rangle \). In this term we cannot distinguish if the two actions that have started are \( a|\{\cdot|\cdot\} \) and \( a|\{\cdot|\cdot|\cdot\} \), or \( a|\{\cdot|\cdot\} \) and \( a|\{\cdot|\cdot|\cdot\} \). Note that the necessity of including global locations of actions in execution in the representation of system states derives from the capability of \( BL \) of performing multiway synchronizations. Due to the CSP synchronization mechanism in \( BL \) the actions obtained by synchronization are observable and must be assigned a name (a global location).  

We denote by \( STA_{sn} = \{ a^+ | a \in A \land \@ \in GLoc \} \cup \{ a^- | a \in A \land \@ \in GLoc \} \), the set of observable ST actions, labeling the transitions of semantic models, where \( a^+ \) represents the starting of an action \( a \) at the global location \( \@ \) and \( a^- \) represents the termination of an action \( a \) at the global location \( \emptyset \). \( \gamma \) ranges over \( STA_{sn} \). The set of all ST actions is denoted by \( STAct_{sn} = STA_{sn} \cup \{ \dot{\tau} \} \), where \( \dot{\tau} \) is a distinguished action denoting an internal computation. \( \theta \) ranges over \( STAct_{sn} \).

The operational semantics for processes of \( BL \) produces a transition system labeled over \( STAct_{sn} \) whose states are pairs in \( \Sigma \). The SOS operational rules are presented in Table 3.1. The following auxiliary definitions are used in Table 3.1. The function \( \text{type} : STAct_{sn} \rightarrow Act \) extracts the type of an ST action and is defined in the obvious way. The function \( l : Ex \rightarrow Ex \), which, given a set of action locations \( ex \), evaluates the set \( l(ex) \) of the lefthand components of the action locations in \( ex \), is defined by \( l(ex) = \{(a,\@) | (a,l(\@)) \in ex \lor \exists \@'. (a,<\@|\@'>) \in ex \} \). Similarly the function \( r : Ex \rightarrow Ex \) is defined by \( r(ex) = \{(a,\@) | (a,r(\@)) \in ex \lor \exists \@'. (a,<\@|\@'>) \in ex \} \). The function \( h : Ex \times \mathcal{P}(A) \rightarrow Ex \), which, given a set of action locations \( ex \), evaluates the set \( h(ex,L) \) of the action locations in \( ex \) whose type is not in \( L \) \((h \text{ stands for “hiding”), is defined by } h(ex,L) = \{(a,\@) \in ex | a \notin L \}. \)

Let us briefly comment on the operational rules.

The meaning of the rules for prefix is the following. \( \langle a.P,\emptyset \rangle \), where the action \( a \) still has to be executed (hence the set of action under execution is empty), becomes \( \langle a^- .P,\{a : \cdot\} \rangle \) after the event of start of action \( a \), where \( a \) is the only action under execution. \( \langle a^- .P,\{a : \cdot\} \rangle \) becomes \( \langle P,\emptyset \rangle \) after the event of termination of action \( a \) (hence the set of action under execution becomes empty again). \( \langle \tau.P,\emptyset \rangle \) becomes \( \langle \dot{\tau}.P,\emptyset \rangle \) and then \( \langle P,\emptyset \rangle \) in a similar way.

The meaning of the operational rules for the parallel operator is the following:

- A starting move \( a^+_S \), with \( a \notin S \), is made by \( \langle T \parallel S U, ex \rangle \) whenever \( \langle T,l(ex) \rangle \) makes an \( a^+_S \) move, where \( l(ex) \) computes the location of the action in execution in the lefthand component \( T \). Symmetrically a starting move \( a^-_S \), with \( a \notin S \), is derived from an \( a^-_S \) move of \( U \).

\[^3\]Given that we represent a system state with a pair \( \langle T, ex \rangle \), it is not strictly necessary to represent in \( T \) visible actions to be terminated as \( a^- \) instead of simply using \( a \), since actions to be terminated are uniquely determined by \( ex \). For clarity reasons we prefer to stick to the notation \( a^- \).
Table 3.1: Rules for the Static Name Technique
The interleaving semantics of a process

Theorem 3.1

processes.

consider the interleaving semantics of a process

Symmetrically a termination move

a−_a, with a \notin S, is derived from an a−_a move of U.

The silent \tau moves of \langle T||S||U,ex⟩ are derived from the \tau moves of \langle T,l(ex)⟩ and of \langle U,r(ex)⟩.

A starting move a+_a|a''>, with a \in S, is made by \langle T||S||U,ex⟩ whenever \langle T,l(ex)⟩ makes an a+_a move and \langle U,r(ex)⟩ makes an a+_a move.

A termination move a−_a|a''>, with a \in S, made by \langle T||S||U,ex⟩ such that a : <>a''|a''> \in ex is originated from the unique move a−_a of \langle T,l(ex)⟩, that exists because a : <>a'' \in l(ex), and from the unique move a−_a of \langle U,r(ex)⟩, that exists because a : <>'' \in r(ex).

Note that in all the rules for parallel composition we look at the possible moves of \langle T,l(ex)⟩ and/or \langle U,r(ex)⟩ just for the purpose of establishing the possible transitions for \langle T||S||U,ex⟩ and derived terms T' and/or U'. Once a transition and a target term for \langle T||S||U,ex⟩ is derived, ex is simply updated by including (if it is a starting move) or eliminating (if it is a termination move) the action location labeling the transition.

As far as the meaning of the operational rules for the hiding operator is concerned, the ST moves of a term \langle T/L,ex'⟩ are determined as follows. When \langle T,ex⟩ makes a \theta ST move whose type is not in L, such a move is made also by \langle T/L,h(ex,L)⟩, where h(ex,L) expresses the locations of the actions in execution in T/L in terms of those of T by eliminating the locations of the actions which are hidden (whose type is in L).

When, instead, \langle T,ex⟩ makes an observable \gamma ST move whose type is in L, \langle T/L,h(ex,L)⟩ makes a \gamma move.

The rules for the choice and the recursion operators are just standard.

In the following we will denote by \Sigma_R the subset of \Sigma of the states reachable from a process of BLC, i.e.

\Sigma_R = \{ s \in \Sigma | \exists P \in BLC, k \in \mathbb{N}, \{s_1\}_{1 \leq k}, \{\theta_i\}_{1 \leq k}. (P,\emptyset) \xrightarrow{\theta_1} s_1 \xrightarrow{\theta_2} \ldots \xrightarrow{\theta_{k-1}} s_{k-1} \xrightarrow{\theta_k} s \}.

4See Chapter 13 for a direct characterization of “correct” states (states in \Sigma_R) not based on the operational semantics.

Example 3.2 In Fig. 3.1 we depict the ST semantic model of \textit{rec.X.a.X} \parallel \textit{rec.X.a.X} obtained by applying the static name technique.

The following theorem shows that our approach is indeed suitable to cope with recursive processes. We consider the interleaving semantics of a process P to be the transition system including the processes in BLC reachable from P according to the standard operational rules of [122, 109], and the transitions among such processes.

Theorem 3.1 The interleaving semantics of a process P \in BLC is finite state if and only if the ST semantics of P via static names is finite state.
**Figure 3.1:** Example of Recursion with the Static Name Technique

**Proof:**

**Proof of “⇒”** Let us consider the term $P'$ obtained by syntactically substituting $\mu.\mu$ for each action $\mu$ occurring in the term $P$. Since the interleaving semantics of $P$ is finite state, it easily derives that also the interleaving semantics of $P'$ is finite state. It is easy to see that if, inside the state terms of the ST semantics of $P$, we syntactically replace each ST action $a^-$ or $\dot{\tau}$ with its type and we discard the sets $ex$ of locations of the actions in execution from states, then we obtain a subset of the states of the interleaving semantics of the term $P'$. In particular, the number of states of the ST semantics of $P$ that collapse in the same state is finite because the number of different locations that the actions of $P$ may assume is bounded by the maximum number of processes that may run in parallel in a state. Such quantity is finite because the number of states of the interleaving semantics of $P'$ is finite.

**Proof of “⇐”** Starting from the ST semantics of $P$, we consider only those paths where the termination transition for an action immediately follows the starting transition for that action, thus removing all transitions and states not reached in this way. The semantic model that we obtain is just the interleaving model of $P$ where each transition is split into two transitions and a state is added between them. 

In the following we will refer to a process which is finite state for interleaving and ST semantics simply with “finite state process”.

Now we present a simple syntactic criterion which constitutes a sufficient condition for a process of $BLC$ to be finite state. In the following corollary we call “static” [122] the operators of parallel composition and hiding only.

**Corollary 3.1** Let $P \in BLC$ be a process s.t. for each subterm $\text{rec}X.Q$ of $P$, $X$ does not occur free in $Q$ in the context of a static operator. Then $P$ is a finite state process.

Note that the class of processes considered in this corollary includes strictly the class of nets of automata, i.e. terms where no static operator occurs in the scope of any recursion.
3.3.2 Weak ST Bisimulation via Static Names

As we already explained, the equivalence notion we consider over BL terms is that presented in [4]. In particular the equivalence between a pair of states is established depending on a given association history, i.e. a correspondence between their sets of actions in execution.

We denote by \( \text{la} \) a location association, whose elements are associations \((\varnothing', \varnothing'')\). \( \text{la} \) ranges over the set \( LA \) of partial bijections from \( \text{GLoc} \) to \( \text{GLoc} \). An association history \( H \) is a relation from \( A \) to \( \text{GLoc} \times \text{GLoc} \) such that \( \forall a \in A. H_a \in LA, \) i.e. \( H \) is a set including an independent location association for each different action type. We denote by \( \mathcal{H} \) the set of all association histories. \(^6\)

As usual we let \( \theta \xrightarrow{\tau} \) stand for \((\xrightarrow{\tau})^\ast \), i.e. a sequence of transitions including a single \( \tau \) transition and any number of \( \tau \) transitions. Moreover \( \xrightarrow{\varepsilon} \) stands for \((\xrightarrow{\varepsilon})^\ast \), i.e. a possibly empty sequence of \( \tau \) transitions.

For two states \( s \) and \( t \) to be equivalent with respect to an association history \( H \) we require that:

1. \( H \) must be an association history compatible with \( s \) and \( t \), i.e. all actions in execution (started but not terminated yet) in \( s \) and \( t \) must be recorded in the history \( H \). Formally, an association history \( H \) is \emph{compatible} with a pair of states \((s, t)\) if and only if \( \forall a \in A. \text{dom}(H_a) = \text{ex}_a \wedge \text{range}(H_a) = \text{ex}_a'' \).

2. Every start move of \( s \), \( s \xrightarrow{a^+} s' \) is matched by a corresponding move \( t \xrightarrow{a'} t' \) of \( t \) such that \( s' \) and \( t' \) are equivalent with respect to the augmented history \( H \cup \{a : (\varnothing, \varnothing')\} \). For the start moves of \( t \) we have a symmetric argument.

3. Every termination move of \( s \), \( s \xrightarrow{a} s' \) is matched by a termination move \( t \xrightarrow{a'} t' \) of \( t \) which is consistent with the history \( H \), i.e. \( a : (\varnothing, \varnothing') \in H \), and such that \( s' \) and \( t' \) are equivalent with respect to the diminished history \( H \setminus \{a : (\varnothing, \varnothing')\} \). For the termination moves of \( t \) we have a symmetric argument.

4. Silent \( \tau \) moves must be matched as in standard weak bisimulation [122].

Formally, weak ST bisimulation is defined by means of a family of bisimulations (binary relations) \( \mathcal{B}_H \), each indexed by \( a \) an association history \( H \), as follows. First of all, let us say that a \( \mathcal{H} \)-indexed family of binary relations \( \{\mathcal{B}_H \mid H \in \mathcal{H}\} \) over \( \Sigma_R \) is \emph{symmetric} if and only if \((s, t) \in \mathcal{B}_H \) implies \((t, s) \in \mathcal{B}_H \), where \( \mathcal{P} = \{a : (\varnothing', \varnothing') \mid a : (\varnothing', \varnothing') \in H\} \).

\(^5\)Given a relation \( R \) from \( A \) to \( B \), we denote by \( R_a \), with \( a \in A \), the set \( \{b \in B \mid (a, b) \in R\} \).

\(^6\)Since we use global locations as static names for actions and, as we already observed, it can never happen that, in a state, we have two actions in execution with the same global location (even if they are of different type), it is not strictly necessary to include action types in association histories. We prefer to do this in order to adhere to the definition of ST bisimulation of [4] and for clarity reasons.
Definition 3.2 A weak ST bisimulation family is a symmetric $H$-indexed family $B = \{B_H \subseteq \Sigma_R \times \Sigma_R \mid H \in \mathcal{H}\}$ of binary relations over $\Sigma_R$ such that for each $H \in \mathcal{H}$ and $s, t \in \Sigma_R$ we have that $s B_H t$ implies:

1. $H$ is compatible with $(s, t)$
2. $s \xrightarrow{a^+} s' \implies \exists t' \in \Sigma_R, \emptyset t' \in GLoc. t \xrightarrow{a^+} t' \land (s', t') \in B_{H \cup \{a; (\emptyset, \emptyset')\}}$
3. $s \xrightarrow{a^0} s' \implies \exists t' \in \Sigma_R, \emptyset t' \in GLoc. a : (\emptyset, \emptyset') \in H \land t \xrightarrow{a^0} t' \land (s', t') \in B_{H - \{a; (\emptyset, \emptyset')\}}$
4. $s \xrightarrow{\tau} s' \implies \exists t' \in \Sigma_R. t \xrightarrow{\tau} t' \land (s', t') \in B_H$ \hfill ■

Let $\{B_i \mid i \in I\}$ with $B_i = \{B_{H,i} \mid H \in \mathcal{H}\}$ be the set of all weak ST bisimulation families. Then it is easy to verify that there exists a largest weak ST bisimulation family $\approx_{sn}$ which is given by $\approx_{sn} = \{\approx_{sn,H}| \approx_{sn,H} = \bigcup_{i \in I} B_{H,i} \land H \in \mathcal{H}\}$.

Definition 3.3 Given $P, Q \in BL_C$, $P$ isobservationally ST congruent to $Q$ (written $P \approx_{sn} Q$), if and only if:

- $\langle P, \emptyset \rangle \xrightarrow{a^+} s \implies \exists t \in \Sigma_R, \emptyset t' \in GLoc. \langle Q, \emptyset \rangle \xrightarrow{a^+} t \land (s, t) \in \approx_{sn,\{a; (\emptyset, \emptyset')\}}$
- $\langle Q, \emptyset \rangle \xrightarrow{a^0} t \implies \exists s \in \Sigma_R, \emptyset s' \in GLoc. \langle P, \emptyset \rangle \xrightarrow{a^0} s \land (s, t) \in \approx_{sn,\{a; (\emptyset, \emptyset')\}}$
- $\langle P, \emptyset \rangle \xrightarrow{\tau} s \implies \exists t \in \Sigma_R. \langle Q, \emptyset \rangle \xrightarrow{\tau} t \land (s, t) \in \approx_{sn,\emptyset}$
- $\langle Q, \emptyset \rangle \xrightarrow{\tau} t \implies \exists s \in \Sigma_R. \langle P, \emptyset \rangle \xrightarrow{\tau} s \land (s, t) \in \approx_{sn,\emptyset}$ \hfill ■

The following theorem shows that $\approx_{sn}$ is preserved by all the operators of $BL$, including recursion.

Theorem 3.2 $\approx_{sn}$ is a congruence for $BL$.

Proof: The most relevant cases are those of the parallel composition operator and of the recursion operator.

As far as the parallel operator is concerned, in order to show that $\forall P', P'', Q \in BL_C, S \subseteq A$ we have that $P' \approx_{sn} P''$ implies $P' \parallel_S Q \approx_{sn} P'' \parallel_S Q$, it suffices to verify that, given $S \subseteq A$, the symmetric $H$-indexed family 

$$B_H = \{((T' \parallel_S U, ex'), (T'' \parallel_S U, ex'')) \in \Sigma_R \times \Sigma_R \mid 
H \text{ is compatible with } ((T' \parallel_S U, ex'), (T'' \parallel_S U, ex'')) \land 
Id_{ex'} = r(H) \land ((T', l(ex')), (T'', l(ex''))) \in \approx_{sn,\{H\}}\}$$

is a weak ST bisimulation family, where $l(H)$ is defined as

$$l(H) = \{a : (\emptyset, \emptyset') \mid a \notin S \land a : (l(\emptyset, l(\emptyset')), H) \cup 
\{a : (\emptyset, \emptyset') \mid a \in S \land \exists \emptyset', \emptyset'' \in GLoc. a : (l(\emptyset', l(\emptyset'')), l(\emptyset'', l(\emptyset''))) \in H\},$$

$r(H)$ is similarly defined as
\( r(H) = \{ a : (@, @') \mid a \notin S \wedge a : (r@, r@') \in H \}\) \cup
\{ a : (@, @') \mid a \in S \wedge \exists a'' : (r@', r@') \in \text{GLoc}. a : (<@''@>, <@''@'>) \in H \},
and \( I_d_{ex} \) is defined as \( I_d_{ex} = \{ a : (@, @) \mid a : @ \in ex \} \).

As far as the recursion operator is concerned, in order to show that for all \( P', P'' \in BL \) containing at most the variable \( X \) free we have that \( P' \approx_{sn} P'' \) (meaning \( \forall Q \in BL_C, P'(Q/X) \approx_{sn} P''(Q/X) \), as usual [122]) implies \( \text{rec}.X.P' \approx_{sn} \text{rec}.X.P'' \), it suffices to verify that the family (one for each \( ex \in Ex \)) of binary relations over \( \Sigma_R \)
\( B_{I_d_{ex}} = \{ ((T\{\text{rec}.X.P'/X\}, ex), (T\{\text{rec}.X.P''/X\}, ex)) \in \Sigma_R \times \Sigma_R \mid T \in BL_{sn} \}\)
is such that, if \( (s, t) \in B_{I_d_{ex}} \) then:
- \( s \xrightarrow{a^+} s' \) implies \( \exists t', t'' \in \Sigma_R. t \xrightarrow{a^+} t' \wedge s' B_{I_d_{ex}(a, a)} t'' \approx_{sn, I_d_{ex}} t' \)
- \( s \xrightarrow{\theta} s' \) implies \( \exists t', t'' \in \Sigma_R. t \xrightarrow{\theta} t' \wedge s' B_{I_d_{ex}} t'' \approx_{sn, I_d_{ex}} t' \)
- \( s \xrightarrow{a^0} s \) implies \( \exists t' \in \Sigma_R. t \xrightarrow{a^0} t' \wedge s' B_{I_d_{ex}(a, a)} t' \)
This is done by induction on the depth of the inference by which a transition \( s \xrightarrow{\theta} s' \) is inferred, similarly to [122]. It is easy to see that (similarly to the notion of “bisimulation up to \( \approx \)” of [122]) the three conditions above (together with the three symmetric conditions for the moves of \( t \)) imply that for all \( ex \in Ex \) we have \( B_{I_d_{ex}} \subseteq \approx_{I_d_{ex}} \). Hence, by taking \( T \equiv X \) and \( ex = \emptyset \), the conditions above imply that \( \text{rec}.X.P' \approx_{sn} \text{rec}.X.P'' \).

From Theorem 3.1 it easily derives the decidability of observational ST congruence over processes possessing a finite state interleaving semantics.

**Theorem 3.3** Observational ST congruence is decidable over processes of \( BL_C \) which possess a finite state interleaving semantics.

**Proof:** Since the ST semantic model via static names of \( BL_C \) processes with a finite state interleaving semantics is finite state, observational ST congruence can be simply decided via a partition refinement algorithm similar to that of [135]. In particular given \( P, Q \in BL_C \) we establish if \( P \approx_{sn} Q \) as follows. First of all we explicitly compute weak transitions among the states of the static name ST semantics of \( P \), and similarly for \( Q \). Then we evaluate \( \approx_{sn, H} \) for each association history \( H \in \mathcal{H} \) such that there exist a state \( s \) of the semantics of \( P \) and a state \( t \) of the semantics of \( Q \) such that \( H \) is compatible with \( (s, t) \). This is done by modifying partition refinement algorithm of [135] as follows. We consider the states in the semantic models of \( P \) and \( Q \) to be distinguished and for each association history \( H \in \mathcal{H} \) satisfying the condition above we consider a partition over the states of \( P \) and \( Q \) which are compatible with \( H \). Therefore we deal with a set of partitions parameterized over \( H \), each divided into a set of classes \( C_H \). At the beginning of the algorithm each partition consist of a single class \( C_H \) containing all the states. Then the algorithm proceeds similarly to [135] by iteratively refining all the classes currently considered (independently on the partition they belong to) until the \( \mathcal{H} \)-indexed family of partitions is a weak ST bisimulation family.
3.4 ST Semantics via Dynamic Names

The dynamic name technique is based on the idea of dynamically assigning, during the evolution of the system, a new name to each action that starts execution, on the basis of the names assigned to the actions already started. Names are indexes $i \in \mathbb{N}^+$ that distinguish actions of the same type. In particular the event of starting of an observable action $a$ is represented in semantic models by a transition labeled by $a^+_i$ where $i$ is the minimum index not already used by the other actions $a$ that have started but not terminated yet. This rule for computing indexes guarantees that names are reused and that finite models can be obtained also in the presence of recursion. The termination of the action is simply represented by a transition labeled by $a^-_i$, where the “identifier” $i$ uniquely determines which action $a$ is terminating. Since the method to compute the index for a starting action is fixed, it turns out that actions of processes that perform the same execution traces of actions get the same names. As a consequence, contrary to the static name technique, ST bisimilarity can simply be checked by applying standard bisimilarity to the semantic models of processes.

Moreover the dynamic name technique we introduce here allows us to dynamically assign names to actions, according to the rule formerly described, via SOS semantics (hence in a compositional way) through the idea of levelwise renaming. In order to obtain compositionality, it is necessary to determine, e.g. in the case of the parallel composition operator, the computations of $P \parallel Q$ from the computations of $P$ and $Q$. This is done by parameterizing in state terms each parallel operator with a mapping $M$. For every action $a$ started by $P \parallel S,M Q$, $M$ records the association between the name $a_i$, generated according to the fixed rule above for identifying $a$ at the level of $P \parallel S,M Q$, and the name $a_j$ (which in general is different from $a_i$), generated according to the same rule for identifying the same action $a$ inside $P$ (or $Q$). In this way when, afterwards, such an action $a$ terminates in $P$ (or $Q$) the name $a_j$ can be re-mapped to the correct name $a_i$ at the level of $P \parallel S,M Q$, by exploiting the information included in $M$. In $M$ the action $a$ of $P \parallel S,M Q$ which gets index $i$ is uniquely identified by expressing the unique name $j$ it gets in $P$ or in $Q$ and the “location” of the process that executes it: left if $P$, right if $Q$. Such an association is represented inside $M$ by the triple $(a, i, loc_j)$ with $a \in A$, indexes $i, j \in \mathbb{N}^+$ and location $loc \in Loc = \{l, r\}$, where “$l$” stands for left and “$r$” for right. In the following we use $a: (i, loc_j)$ to stand for $(a, i, loc_j) \in M$.

3.4.1 Definition of ST Operational Semantics via Dynamic Names

Now we show how the dynamic name technique can be exploited to give operational ST semantics to our basic language $BL$. We need a richer syntax to represent the states of semantic models. We denote by $STA_{dn} = \{a^+_i \mid a \in A \land i \in \mathbb{N}^+\} \cup \{a^-_i \mid a \in A \land i \in \mathbb{N}^+\}$ (where the $dn$ stands for the dynamic name technique), the set of observable ST actions, where $a^+_i$ represents the beginning of the action $a$ identified with $i$ and $a^-_i$ represents the ending of the action $a$ identified with $i$. $\gamma$ ranges over $STA_{dn}$. For simplicity and reuse, we usually denote the meta-variable for a set, which is the version with dynamic names of a set already used in Sect. 3.3 (e.g. $STA_{dn}$ corresponds to $STA_{sn}$), by the same name used in the case of static names.
ST actions is denoted by $\text{STAct}_{dn} = \text{STA}_{dn} \cup \{ \dot{\tau} \}$. $\theta$ ranges over $\text{STAct}_{dn}$ and $\eta$ ranges over $\text{Act} \cup \text{STAct}_{dn}$.

We denote by $\text{ia}$ an index association, whose elements are associations $(i, \text{loc})$. $\text{ia}$ ranges over the set $\text{IA}$ of partial bijections from $\mathbb{N}^+$ to $\text{Loc} \times \mathbb{N}^+$. A mapping $M$ is a relation from $A$ to $\mathbb{N}^+ \times (\text{Loc} \times \mathbb{N}^+)$ such that $\forall a \in A. M_a \in \text{IA}$, i.e. $M$ is a set including an independent index association for each different action type.

The set $\text{BL}_{dn}$ of state terms of $\text{BL}$ is generated by the following syntax:\n
$T ::= 0 \mid X \mid \eta.T \mid T + T \mid T \parallel S.M T \mid T/L \mid \text{rec}X.T$

We denote by $\text{BL}_{dn,C}$ the set of processes, i.e. closed terms, of $\text{BL}_{dn}$. We consider the operators “$\parallel S$” occurring in a $\text{BL}$ process $P$ as being “$\parallel S,\emptyset$” when $P$ is regarded as a state.

The meaning of the rules for computing the starting moves $a_j^+$ of $T \parallel S.M U$ for observable actions $a \notin S$ is the following. When $T$ performs $a_i^+$ then a new index $n(M_a)$ is determined for identifying the action $a$ at the level of “$\parallel S,M$” and the new association $(n(M_a), l_i)$ is added to $M_a$. Function $n$ computes the new index by choosing the minimum index not used by the other actions $a$ already in execution: $n(ia) = \min\{k \mid k \notin \text{dom}(ia)\}$, where $ia \in \text{IA}$. Symmetrically for a move $a_i^+$ of $U$.

The meaning of the rules for computing the termination moves $a_j^-$ of $T \parallel S,M U$ for observable actions $a \notin S$ is the following. When $T$ performs $a_i^-$ the action of type $a$ with index $j$ associated to $l_i$ in $M$ terminates at the level of “$\parallel S,M$”. Symmetrically for a move $a_i^-$ of $U$.

The semantics of state terms in $\text{BL}_{dn,C}$ produces a transition system labeled over $\text{STAct}_{dn}$. The operational rules for the operators “$+$”, “$/L$” and “$\text{rec}X$” are the standard ones and are presented in Table 3.2. The operational rules for the operators “.” and “$\parallel S.M$” are presented in Table 3.3. In Tables 3.2 and 3.3 we use function $\text{type} : \text{STAct}_{dn} \rightarrow \text{Act}$, defined in the obvious way.

The syntax of state terms is quite expressive and, as we will see, is not limited to terms reachable from a process of $\text{BL}$. For instance it can express terms like $a_i^+ \cdot a_j^- \cdot 0$ or $a_i^- \cdot 0 + a_j^- \cdot 0$ which are not reachable from a $\text{BL}$ process, but, as we will show, are needed to axiomatize ST weak bisimulation.

\begin{table}[h]
\centering
\begin{tabular}{ccc}
$T$ & $\xrightarrow{\theta}$ & $T'$ \\
$T + U$ & $\xrightarrow{\theta}$ & $T'$ \\
$T$ & $\xrightarrow{\theta}$ & $T'$ \\
$T/L$ & $\xrightarrow{\theta}$ & $T'/L$ \\
$T\{\text{rec}X.T/X\}$ & $\xrightarrow{\theta}$ & $T'$ \\
$\text{rec}X.T$ & $\xrightarrow{\theta}$ & $T'$ \\
\end{tabular}
\hspace{1cm}
\begin{tabular}{ccc}
$U$ & $\xrightarrow{\theta}$ & $U'$ \\
$T + U$ & $\xrightarrow{\theta}$ & $U'$ \\
$T$ & $\xrightarrow{\gamma}$ & $T'$ \\
$T/L$ & $\xrightarrow{\tau}$ & $T'/L$ \\
\end{tabular}
\caption{Standard Rules}
\end{table}
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Table 3.3: Rules for the Dynamic Name Technique

The rule for computing the synchronizing moves $\gamma$ ($a^+_j$ or $a^-_j$) of $T \parallel S, M U$, where $\text{type}(\gamma) \in S$ (i.e. $a$ is in $S$), requires that the two synchronizing actions have the same index and produces an action with that index. Note that:

- since actions of a given type $a \in S$ are numbered independently from actions of other types,
- since the rule for generating new indexes for actions $a$ starting in $T$ and $U$ is the same, and
- since actions of type $a$ are required to start and terminate in $T$ and $U$ at the same time and with the same index,

then the set of indexes of actions $a$ in execution in $T$ and $U$ is always the same and it is never possible for $T$ and $U$ to start actions with different indexes.

We will use the following shorthand notation to denote a set of triples $a : (i, \text{loc}_j)$ referring to the same action type $a$. Given an index association $ia \in IA$ we will let $a : ia$ stand for the set $\{a : (i, \text{loc}_j) \mid (i, \text{loc}_j) \in ia\}$. For instance we will use $a : \{(1, l_1), (2, r_1)\}$ to stand for $\{a : (1, l_1), a : (2, r_1)\}$. 

\[
\begin{array}{c}
a.T \xrightarrow{a^+_T} a^-_T \quad \tau.T \xrightarrow{\tau} \tau.T \\
T \xrightarrow{a^+_T} T' \\
T \parallel S, M U \xrightarrow{a^+_n(M_a)} T' \parallel S, M \cup \{a : (n(M_a), l_i)\} U \\
U \xrightarrow{a^+_n} U' \\
T \parallel S, M U \xrightarrow{a^+_n(M_a)} T' \parallel S, M \cup \{a : (n(M_a), r_i)\} U' \\
T \xrightarrow{a^-_T} T' \quad a : (j, l_i) \in M \\
T \parallel S, M U \xrightarrow{a^-_n} T' \parallel S, M \setminus \{a : (j, l_i)\} U \\
U \xrightarrow{a^-_n} U' \\
U \parallel S, M U \xrightarrow{a^-_n} U' \\
T \parallel S, M U \xrightarrow{a^-_n(M_a)} T' \parallel S, M \setminus \{a : (j, r_i)\} U' \\
T \xrightarrow{\gamma} T' \quad U \xrightarrow{\gamma} U' \\
T \parallel S, M U \xrightarrow{\gamma} T' \parallel S, M U' \\
\end{array}
\]
Example 3.3 In Fig. 3.2 we depict the ST semantic model of \( \text{rec}.X.a.X \parallel \emptyset \text{rec}.X.a.X \) obtained by applying the dynamic name technique.

Similarly to the static name technique, the following theorem shows that our approach is suitable to cope with recursive processes.

Theorem 3.4 The interleaving semantics of a process \( P \in BL_C \) is finite state if and only if the ST semantics of \( P \) via dynamic names is finite state.

Proof:

Proof of “\( \Rightarrow \)” As in the proof of Theorem 3.1 we consider the finite state term \( P' \) obtained by syntactically substituting \( \mu.\mu \) for each action \( \mu \) occurring in the term \( P \). If, inside the state terms of the ST semantics of \( P \), we syntactically replace each ST action with its type and we discard the sets \( M \) in the operators \( ||_{S,M} \), then we obtain a subset of the states of the interleaving semantics of the term \( P' \). In particular, the number of states of the ST semantics of \( P \) that collapse in the same state is finite because, due to the policy of using the minimum index available for a starting action, the maximum index an action may assume is bounded by the maximum number of processes that may run in parallel in a state. Such quantity is finite because the number of states of the interleaving semantics of \( P' \) is finite.

Proof of “\( \Leftarrow \)” The same as in the proof of Theorem 3.1.

As a consequence the simple syntactic criterion for \( BL \) processes that are guaranteed to be finite state we considered in Sect. 3.3.1 (processes \( P \) s.t. for each subterm \( \text{rec}.X.Q \) of \( P \), \( X \) does not occur free in \( Q \) in the context of a static operator), which strictly includes the class of nets of automata, is valid also for the dynamic name technique.

3.4.2 Weak ST Bisimulation via Dynamic Names

The equivalence notion we consider over terms of \( BL_{dn} \), denoted by \( \simeq_{dn} \), is the standard notion of observational congruence extended to open terms [122], where the alphabet of visible actions is \( STA_{dn} \) and hidden
actions are $\tilde{\tau}$ actions.

We have the following theorem of consistency with the static name ST semantics.

**Theorem 3.5** Given two processes $P$ and $Q$ of $BL_C$ we have that $P \simeq_{dn} Q$ if and only if $P \simeq_{sn} Q$.

**Proof:** See Appendix B. \hfill \Box

From Theorems 3.5 and 3.2 it immediately derives that $\simeq_{dn}$ is preserved by all the operators of $BL$, including recursion.

**Corollary 3.2** $\simeq_{dn}$ is a congruence for $BL$.

As far as decidability of $\simeq_{dn}$ is concerned, obviously (since we rely on the standard notion of observational congruence) $\simeq_{dn}$ is decidable over processes of $BL_C$ which possess a finite-state interleaving semantics. This can be seen also as a corollary of Theorems 3.5 and 3.3.

### 3.4.3 Axiomatization of Weak ST Bisimulation via Dynamic Names

Now we will show that with the dynamic name technique it is easy to define an axiomatization for $\simeq_{dn}$ which is complete over finite state processes of $BL_{CG}$ by following an approach similar to the axiomatization of standard bisimulation for process algebras with a structural operational interleaving semantics.

The axiom system $A_{BL}$ for $\simeq_{dn}$ on $BL_{dn}$ terms is formed by the standard axioms presented in Table 3.4 and by the axioms of Table 3.5, which are specific for the dynamic name technique. "$\llbracket \cdot \rrbracket"$ and "$\mid \cdot \mid$" denote the left merge and synchronization merge operators [18, 1], respectively.

The axiom $(Par)$ is the standard one except that when the position of processes $T$ and $U$ is exchanged we must invert left and right inside $M$. More precisely, the inverse $M'$ of a mapping $M$ is defined by $M' = \{ a : (i, r_j) \mid a : (i, l_j) \in M \} \cup \{ a : (i, l_j) \mid a : (i, r_j) \in M \}$. Axioms $(LM5)$ and $(LM6)$ just reflect the operational rules of the parallel operator for an independent move of the lefthand process. As far as axiom $(Rec2)$ is concerned, we define a variable $X$ to be sequential in a term if each free occurrence of $X$ in that term is in the scope of operators $\theta.T$, $T' + T''$ and $rec.X.T$ only. Moreover we assume the standard definition of [122] for strong guardedness of sequential variables.

In Table 3.6 we present the operational rules for "$\llbracket S,M \rrbracket$" and "$\mid S,M \mid$", which are obtained by applying levelwise renaming of actions (as for the parallel operator) to operational rules similar to those considered in [1]. In particular the definition of the operational rule for "$\mid S,M \mid$" allows for actions "$\tilde{\tau}$" to be skipped [1], as reflected by axiom $(SM5)$.

**Theorem 3.6** The axioms of $A_{BL}$ are sound for $\simeq_{dn}$ over $BL_{dn}$ terms.

**Proof:** A simple consequence of the soundness of the axiomatization of [1]. \hfill \Box

Once we have defined a sequential state to be a state that can be built using only $0$, $X$ and operators $\theta.T$, $T' + T''$, $rec.X.T$, and assumed the standard definition of [122] for strong guardedness of sequential states, we have the following theorem.
<table>
<thead>
<tr>
<th>Axiom</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>$T + U = U + T$</td>
</tr>
<tr>
<td>A2</td>
<td>$(T + U) + R = T + (U + R)$</td>
</tr>
<tr>
<td>A3</td>
<td>$T + T = T$</td>
</tr>
<tr>
<td>A4</td>
<td>$T + \emptyset = T$</td>
</tr>
</tbody>
</table>

| Tau1  | $\theta \cdot \dot{T} = \theta \cdot T$ |
| Tau2  | $T + \dot{T} = \dot{T}$ |

| LM1   | $(T + U) \|_{S,M} R = T \|_{S,M} R + U \|_{S,M} R$ |
| LM2   | $\emptyset \|_{S,M} T = \emptyset$ |
| LM3   | $(\gamma \cdot T) \|_{S,M} U = \emptyset$ type$(\gamma) \in S$ |
| LM4   | $(\dot{T} \cdot T) \|_{S,M} U = \dot{T} \cdot (T \|_{S,M} U)$ |

| SM1   | $T \|_{S,M} U = U \|_{S,M} T$ |
| SM2   | $(T + U) \|_{S,M} R = T \|_{S,M} R + U \|_{S,M} R$ |
| SM3   | $\emptyset \|_{S,M} T = \emptyset$ |
| SM4   | $(\gamma \cdot T) \|_{S,M} (\gamma' \cdot U) = \emptyset$ type$(\gamma) \notin S \lor \gamma \neq \gamma'$ |
| SM5   | $(\dot{T} \cdot T) \|_{S,M} U = T \|_{S,M} U$ |
| SM6   | $(\gamma \cdot T) \|_{S,M} (\gamma \cdot U) = \gamma \cdot (T \|_{S,M} U)$ type$(\gamma) \in S$ |

| Hi1   | $(T + U)/L = T/L + U/L$ |
| Hi2   | $\emptyset/L = \emptyset$ |
| Hi3   | $(\theta \cdot T)/L = \theta \cdot (T/L)$ type$(\theta) \notin L$ |
| Hi4   | $(\gamma \cdot T)/L = \dot{T}/L$ type$(\gamma) \in L$ |

| Rec1  | $\text{rec}\cdot X \cdot T = T\{\text{rec}\cdot X \cdot T/X\}$ |
| Rec2  | $U = T\{U/X\}$ implies $U = \text{rec}\cdot X \cdot T$ if $X$ is sequential and strongly guarded in $T$ |

Table 3.4: Standard Axioms
of equations theorem of \([123]\), we have that there is a sequential term \(T\)
behavior of \(P\).

**Lemma 3.1**

If a process \(P\) then \(\exists T \in \text{BLd}_{n,C} \vdash P = T\) with \(T\) strongly guarded sequential state.

**Proof:** Let \(T_1 \ldots T_n\) be the states of the ST semantics of \(P\), \(T_n \equiv P\). Since \(P\) is strongly guarded, each state \(T_i\) of the semantics of \(P\) is finitely branching. It can be easily seen that, for each \(i \in \{1 \ldots n\}\), there exist \(m_i \in \mathbb{N}, \{\theta^j_i\}_{j \leq m_i}, \{k^j_i\}_{j \leq m_i}\) s.t. \(A_{BL} \vdash T_i = \sum_{j \leq m_i} \theta^j_i \cdot T_{k^j_i}\) where \(\sum \theta = 0\). Hence we can characterize the behavior of \(P\) by means of a set of equations similarly to \([123]\). Moreover, similarly to the unique solution of equations theorem of \([123]\), we have that there is a sequential term \(T\) such that \(A_{BL} \vdash T = T_n \equiv P\). This can be shown as follows. For each \(i\), from 1 to \(n\), we do the following. If \(i\) is such that \(\exists j \leq m_i : k^j_i = i\) we have, by applying (Rec2), that \(T_i = \text{rec}X.(\sum_{j \leq m_i, k^j_i \neq i} \theta^j_i \cdot T_{k^j_i} + \sum_{j \leq m_i, k^j_i = i} \theta^j_i \cdot X)\). Then we replace each subterm \(T_i\) occurring in the equations for \(T_{i+1} \ldots T_n\) with its equivalent term. When, in the equation for \(T_n \equiv P\), we have replaced \(T_{n-1}\), we are done.

\[\square\]

Since for sequential states the ST semantics coincide with the standard interleaving semantics and the
axioms of $A_{BL}$ involved are just the standard axioms for CCS, from [124] and Lemma 3.1 we derive the completeness of $A_{BL}$.

**Theorem 3.7** $A_{BL}$ is complete for $\simeq_{dn}$ over finite state processes of $BL_{CG}$.

**Proof:** From [124] we have that given two sequential states $T$ and $T'$ such that $T \simeq_{dn} T'$ then $A_{BL} \vdash T = T'$, hence the result directly follows from Lemma 3.1. \hfill \Box

### 3.5 Extending the Language with Refinement

The name technique is based on a very intuitive idea but produces a rather complicated representation of states and consequently unnecessarily large semantic models. The reason for this is the intricate structure of mappings $M$ in terms $T \parallel_{S,M} U$. The problem is that, for any type $a$, the association function $M_a$, may present holes and index permutations. The exact nature of these two phenomena is explained by the following two examples, the first showing how holes can be generated and the second describing a computation that leads to an index permutation.

**Example 3.4** A hole in the ordered sequence of indexes of actions $a$ started by a term $T \parallel_{S,M} U$ can be generated as follows. Consider $a.0 \parallel_{\emptyset,a.0} a.0$. After the righthand $a$ starts, the state is $a.0 \parallel_{\emptyset,a.(1,r_1)} a_1^{-}.0$. After the lefthand $a$ starts, the state is $a_1^{-}.0 \parallel_{\emptyset,a.(1,r_1),(2,l_1)} a_1^{-}.0$. Finally, after the righthand $a$ terminates, the state is $a_1^{-}.0 \parallel_{\emptyset,a.(2,l_1)} 0$ where only index 2 is being used. Therefore we have a hole in position 1.

Note that the association function $M_a$ for a given type $a$ can be denoted by a string on the alphabet $Loc \cup \{*\}$, where $*$ denotes a hole in the ordered sequence of indexes of actions $a$ started in $T \parallel_{S,M} U$. For example $\{(1,l_1),(3,r_1)\}$ is represented by the string “$l_1*r_1$”.

**Example 3.5** An index permutation occurs when an association function does not preserve the order of indexes. For instance consider the process $(a.0 \parallel_{\emptyset,a.0} a.0)$. After the rightmost $a$ starts, the state is $(a.0 \parallel_{\emptyset,a.0} a.0) \parallel_{\emptyset,a,r_1} a_1^{-}.0$. After the leftmost $a$ starts, the state is $(a_1^{-}.0 \parallel_{\emptyset,a,l_1} a.0) \parallel_{\emptyset,a,r_1,l_1} a_1^{-}.0$. After the rightmost $a$ terminates, the state is $(a_1^{-}.0 \parallel_{\emptyset,a,l_1} a.0) \parallel_{\emptyset,a \cup l_1} 0$. Finally after the central $a$ starts, the state is $(a_1^{-}.0 \parallel_{\emptyset,a,l_1} a_1^{-}.0) \parallel_{\emptyset,a \cup l_1} 0$. Therefore we have an index permutation: the action with index 1 is mapped to $l_2$ and the action with index 2 is mapped to $l_1$.

A different technique which could avoid creating holes in the ordered sequences of indexes and which could guarantee that the order of indexes is preserved by mappings (so that indexes in the strings of the last example would become redundant) would greatly simplify the representation of system states and consequently reduce the size of semantic models.

Moreover, the two phenomena above cause problems when we try to extend our basic language with an action refinement operator $P[a \rightsquigarrow Q]$ which performs the semantic refinement [86] of all occurrences of $a$.
in \( P \) by \( Q \). This means that every time an action \( a \) is executed by \( P \), \( P[a \sim Q] \) executes instead a new copy of \( Q \) in parallel with \( P \). As suggested also in [52], \( P[a \sim Q] \) can be defined in terms of the parallel operator and other basic operators. As we will see, if we want to obtain a refinement operator with the desirable property that if both \( P \) and \( Q \) are finite state processes then \( P[a \sim Q] \) is finite state, then we must have the possibility to define an elimination rule for the parallel operator such that \( P \parallel \emptyset Q \) is turned into \( P \) if \( Q \) is terminated. With the name technique such a rule cannot be implemented in general. For instance \( a.0 \parallel \emptyset a.0 \) reaches the state \( a_1^{-1}.0 \parallel \emptyset \) which is not equivalent to \( a_1^{-1}.0 \) as well as \( (a.0 \parallel \emptyset a.0) \parallel \emptyset \) reaches the state \( (a_1^{-1}.0 \parallel \emptyset a_1^{-1}.0) \parallel \emptyset \) which is not equivalent to \( a_1^{-1}.0 \parallel \emptyset a_1^{-1}.0 \). The point is that a parallel operator may be safely eliminated only if the related mapping is a simple identity, which is rarely the case due to the possible presence of holes or index permutations.

Note that the problem above arises because we consider semantic action refinement instead of, e.g., syntactic action refinement (see [86]), where a restricted form of refinement is simply obtained by syntactically replacing terms for actions. But it is not due to the particular implementation of semantic action refinement that we consider in this chapter with respect to, e.g., other implementations of semantic action refinement. This because, according to the notion of semantic action refinement, if actions \( a \) of a process \( P \) are refined by a term \( Q \), every time a new \( a \) is executed by \( P \), a new instance of \( Q \) must be put in parallel with \( P \) via a static operator. So no matter if this operator is a special operator different from the parallel operator used in the algebra (as, e.g., for the algebras of [52, 73]), since it is static we still have the problem of removing it when the execution of an instance of \( Q \) is terminated.

In the rest of the chapter we will consider a language which extends our basic language with an action refinement operator \( P[a \sim Q] \), where we distinguish deadlock, denoted by \( \delta \), from successful termination, denoted by \( \varepsilon \) (otherwise ST bisimulation could not be a congruence for the refinement operator) and we employ the ACP [14] sequential composition operator “;” instead of the CCS prefix operator “\( . \)”.

Let \( A, Act \) and \( Var \) be defined as for the basic language \( BL \) of Sect. 3.2. The terms of \( RL \) (Refinement Language) are generated by the following syntax:

\[
P ::= \varepsilon \mid \delta \mid X \mid \mu \mid P; P \mid P + P \mid P \parallel S P \mid P/L \mid \text{rec} X.P \mid P[a \sim P]
\]

We denote by \( RLC \) the set of \( RL \) processes, i.e. closed terms of \( RL \), and by \( RL_{CG} \) the set of strongly guarded processes of \( RL \). In the following we will consider a \( BL \) process as being a process of \( RL \) by the obvious substitution of term \( \mu; P \) for each operator \( \mu.P \) and \( \varepsilon \) for \( \emptyset \).

### 3.6 ST Semantics via the Stack Technique

In order to solve all the problems we reported in the previous section and to give a satisfactory operational semantics to a language including a semantic action refinement operator, we introduce a completely new technique for representing the ST semantics. This technique is based on the idea of eliminating the holes in
the sequences of started action indexes. In particular, started actions of a given type are organized as a stack of coins over a table where the coin on the top of the stack is the action with index 1 and the other actions are indexed in increasing order from top to bottom. When a new action starts the corresponding coin is put on the top of the stack (and the old actions are renumbered accordingly). When an action terminates the corresponding coin is removed and the hole is “eliminated by gravity” (causing a renumbering of all the actions below it).

Since the index of a started action changes dynamically while other actions start and terminate, this technique is not based on names (seen as identifiers for actions) but is more similar to the approach [83, 85, 52] based on pointers. In particular, the event of starting of an action $a$ is represented in semantic models by a transition labeled with $a^+$ (so no index is observable) whilst the event of termination of an action $a$ is represented by a transition labeled with $a_i^-$ where $i$ is the current position of the action on the stack. The event of action start referred to by a transition $a_i^-$ can be uniquely determined by going back in the history of process computations (reconstructing the history of the stack state at each backward step) until the transition $a^+$ that pushed on the stack the action that now is at position $i$ is reached. More precisely, the procedure for determining which transition $a^+$ is pointed by $a_i^-$ is the following.

Let $k$ represent the current position on the stack of the action referred to by $a_i^-$. Initially we have $k = i$.

- When, going back, we meet an $a_j^-$, we do the following.
  - If $j \leq k$, then we have to consider an additional action on the stack closer to the top than the one we are referring to (it was removed by $a_j^-$). Therefore we pose $k = k + 1$ so that the new value of $k$ is the position of our action before the event $a_j^-$.  
  - Otherwise, the additional action does not influence the position of the one we are referring to, so $k$ is unchanged.

- When, going back, we meet an $a^+$, we do the following.
  - If $k = 1$, then we have reached the transition $a^+$ that pushed on the stack the action $a_i^-$ and we are done.
  - Otherwise, we have to consider one less action on the stack (it was added by $a^+$). Therefore we pose $k = k - 1$ so that the new value of $k$ is the position of our action before the event $a^+$.

This stack-like behavior is expressed compositionally by parameterizing each parallel operator with a mapping $M$, but now we can rely on association strings which are no longer affected by the two problems of holes and index ordering discussed above. Once again, since the method for updating indexes in the case of an action start or termination is fixed, actions of processes that perform equivalent computations get the same indexes when they terminate and ST bisimilarity can simply be checked by applying standard bisimilarity.
Figure 3.3: Example of Recursion with the Stack Technique

Let \( w \) range over the set \( IAS = \{ w : \mathbb{N}^+ \rightarrow \mathbb{L}oc \mid \exists k \geq 1. \text{dom}(w) = \{1 \ldots k\} \} \) of index association strings, i.e. nonempty strings over the alphabet of locations \( \mathbb{L}oc = \{l, r\} \) \(^9\), ranged over by \( \text{loc} \). \( M \) includes an association string \( w \in IAS \) for each action type \( a \). A string \( w \) associated to a type \( a \) represents a stack of started \( a \) actions, where the action \( a_1 \) on the top of the stack corresponds to the leftmost position in \( w \) and the action \( a_i \) corresponds to the \( i \)-th position in \( w \). The location in the \( i \)-th position of \( w \) determines if the action \( a_i \) is executed by the lefthand term (if the location is “\( l \)” or righthand term (if the location is “\( r \)” of the parallel composition operator. The index \( j \) of the action \( a \) of the lefthand (or righthand) term associated to \( a_i \) is determined as follows. Index \( j \) is given by the position of the \( l \) (or \( r \)) in the string obtained from \( w \) by removing all locations \( r \) (or \( l \)).

Example 3.6 In Fig. 3.3 we depict the ST semantic model of \( \text{rec} X.a.X \parallel \emptyset \text{rec} X.a.X \) obtained by applying the stack technique. \(^{10}\) By comparing the semantic model of Fig. 3.3 with that of Fig. 3.2 we can see that the phenomenon of holes of the dynamic name technique generates only two additional states. If we consider \( (\text{rec} X.a.X \parallel \emptyset \text{rec} X.a.X) \parallel \emptyset \text{rec} X.a.X \) we have that, due to the combined effects of holes and index permutations, the ST semantic model obtained with the dynamic name technique has 42 states, whilst that obtained with the stack technique has only 16 states.

3.6.1 Definition of ST Operational Semantics via the Stack Technique

Now we show how the stack technique can be exploited to give operational ST semantics to our refinement language \( RL \). We need a richer syntax to represent the states of semantic models. We denote by \( A_e = A \cup \{e\} \) the set of state observable action types, where \( e \) is a distinguished type that will be used in the definition of the refinement operator. Let \( \alpha \) range over \( A_e \) and \( S, L \) range over the subsets of \( A_e \). The set of all state action types is denoted by \( \text{Act}_e = A_e \cup \{\tau\} \), where \( \tau \) is a distinguished type representing an internal computation. Let \( STA_e = \{\alpha^+ \mid \alpha \in A_e\} \cup \{\alpha^- \mid \alpha \in A_e \land i \in \mathbb{N}^+\} \) (where the \( s \) stands for the stack technique), ranged

\(^9\)Even if the set of nonempty strings over \( \mathbb{L}oc \) is usually denoted by \( \mathbb{L}oc^+ \) we prefer to stick to this notation to be consistent with the notation of the dynamic name technique.

\(^{10}\)We apply the stack technique to a simple language with prefixing instead of general sequential composition in the running example only, for ease of comparison.
over by $\gamma$; and $\text{ST} \mathcal{A} = \mathcal{A} \cup \{ \varepsilon \}$. $\theta$ ranges over $\text{ST} \mathcal{A}$ and $\eta$ ranges over $\text{Act} \cup \text{ST} \mathcal{A}$. The meta-variable $\chi$ ranges over $\text{ST} \mathcal{A}$ and $\eta$ ranges over $\text{Act} \cup \text{ST} \mathcal{A}$. The meta-variable $\chi$ ranges over $\text{ST} \mathcal{A}$ and $\eta$ ranges over $\text{Act} \cup \text{ST} \mathcal{A}$. The meta-variable $\chi$ ranges over $\text{ST} \mathcal{A}$ and $\eta$ ranges over $\text{Act} \cup \text{ST} \mathcal{A}$. The meta-variable $\chi$ ranges over $\text{ST} \mathcal{A}$ and $\eta$ ranges over $\text{Act} \cup \text{ST} \mathcal{A}$.

A mapping $M$ is a relation from $A_e \times \mathbb{N}^+ \times \text{Loc}$ such that $\forall \alpha \in A_e, M_\alpha \in \text{IAS}$, i.e. $M$ is a set including an independent index association string for each different state action type. Similarly to the dynamic name technique we will use $a : (i, \text{loc})$ to stand for $(a, i, \text{loc}) \in M$ and we will use the shorthand notation $a : w$, where $w \in \text{IAS}$ is an index association string, to stand for the set of triples $\{ a : (i, \text{loc}) \mid (i, \text{loc}) \in w \}$ referring to the same action $a$. For instance we will use $a : lr$ to stand for $\{ a : (1, l), a : (2, r) \}$. Finally, let $\varphi$ range over the bijections over $A_e$. The set $\mathcal{R}_s$ of state terms of $\mathcal{R}$ is generated by the following syntax:

$$T ::= \varepsilon | \delta | X | \eta | T; T | T + T | T \parallel_{S, M} T | T / \mathcal{L} | \text{rec}X. T | T[a \sim T] | !T | T[\varphi]$$

We denote by $\mathcal{R}_{s,C}$ the set of processes, i.e. closed terms, of $\mathcal{R}_s$. The bang operator “!” and the (bijective) relabeling operator “[\varphi]” are auxiliary operators that are used for the definition of the refinement operator. In the following, in order to avoid ambiguities, we assume the following operator precedence relation: hiding = bang = relabeling > sequential composition > recursion > parallel composition > choice > refinement.

Again we consider the operators “$\parallel_{S}” occurring in a $\mathcal{R}$ process $P$ as being “$\parallel_{S, \theta}$” when $P$ is regarded as a state.

The semantics of state terms in $\mathcal{R}_{s,C}$ produces a transition system labeled over $\text{ST} \mathcal{A}$. The operational rules for the operators “+”, “$/\mathcal{L}$” and “$\text{rec}X$” are those in Table 3.2 where we replace $\chi$ for $\theta$ and $\mathcal{L}$ for $L$. The operational rules for “$\varepsilon$”, “$\eta$” and the operators “,” and “$\parallel_{S, M}$” are presented in Table 3.7.

The following auxiliary definitions are used in the definition of the operational semantics of $\mathcal{R}$. The function $\text{type} : \text{ST} \mathcal{A} \cup \{ \varepsilon \} \longrightarrow \text{Act} \cup \{ \varepsilon \}$ is defined in the obvious way. We define $M[a \mapsto w]$ with $a \in A_e, w \in \text{IAS}$, which modifies a mapping $M$ so that $w$ becomes the new index association string for actions of type $a$, as follows: $M[a \mapsto w] = \{ a' : (i, \text{loc}) \in M \mid a' \neq a \} \cup \{ a : (i, \text{loc}) \mid (i, \text{loc}) \in w \}$. The termination predicate $\varepsilon$ is defined as $T \varepsilon \iff (\exists U \in \mathcal{R}_{s,C} . T \frac{\varepsilon}{U}) \land (\exists \theta \in \text{ST} \mathcal{A}, U' \in \mathcal{R}_{s,C} . T \frac{\theta}{U'})$. The expression $\#_{i,l}(w)$ computes the position of the $i$-th symbol in the string $w$. We have that $\#_{i,l}(w)$ is the only $j \in \mathbb{N}^+$ such that $w(j) = l$ and $\{ k \leq j \mid w(k) = l \} = i$. Similarly for $\#_{i,f}(w)$. We finally define $w \circ i$ as the string obtained by removing the $i$-th element from the string $w$, i.e. $w \circ i = \{ (j, \text{loc}) \mid w \in j < i \} \cup \{ (j - 1, \text{loc}) \mid (j, \text{loc}) \in w \land j > i \}$.

11For simplicity and reuse, we usually denote the meta-variable for a set, which is the version with the stack technique of a set already used in Sect. 3.3 and 3.4 (e.g. $\text{ST} \mathcal{A} \mathcal{D}_s$ corresponds to $\text{ST} \mathcal{A}_d$ and $\text{ST} \mathcal{A}_m$), by the same name used in the case of static and dynamic names.

12The restriction to bijective relabelings allows us to give a simple operational semantics to the operator “$T[w]$”. This because actions with different types cannot be relabeled into actions with the same type, hence it is not necessary to re-index the relabeled actions in order to keep them distinguished. On the other hand the capability of performing bijective relabelings is sufficient for defining the refinement operator.

13To be precise both $\#_{i,w}(w)$ and $w \circ j$ should be defined to assume a default value when $w$ does not have an $i$-th symbol $\text{loc}$ or $j$ is greater than the length of $w$. Since these situations cannot arise for terms reachable from a term $P \in \mathcal{R} \mathcal{A}$, we will see, derivable via the axiomatization of weak $\mathcal{ST}$ bisimulation from a term $P \in \mathcal{R} \mathcal{A}$, the actual default value is not important.
Let us comment on the operational rules for $T \parallel_{S,M} U$.

When $T$ performs $\alpha^+$ ($\alpha \notin S$), then the new action is pushed on the top of the stack of $\alpha$ actions. This is represented by putting an $l$ in the first position of the association string for $\alpha$. Symmetrically for a move $\alpha^+$ of $U$.

When $T$ performs $\alpha_i^-$ ($\alpha \notin S$), the corresponding $\alpha$ action (whose position on the stack is that of the $i$-th $l$ in the association string for $\alpha$) terminates and is eliminated from the stack. This behavior is expressed by two rules in Table 3.7 because we eliminate the parallel operator in the case $T$ becomes a successfully terminated process. Note that this can happen only if, after the termination of $\alpha_i^-$, there are no more action to terminate, hence it is just sufficient to consider $i = 1$ in the elimination rule. Symmetrically for a move $\alpha_i^-$ of $U$.

### Table 3.7: Rules for the Stack Technique

$$
\begin{array}{c}
\begin{array}{c}
\alpha \xrightarrow{\alpha^+} \alpha_1^- \\
\tau \xrightarrow{\tau} \hat{\tau} \\
\theta \xrightarrow{\theta} \varepsilon \\
\varepsilon \xrightarrow{\varepsilon} \delta
\end{array} &
\begin{array}{c}
T \xrightarrow{\alpha^+} T' \\
T \parallel_{S,M} U \xrightarrow{\alpha^+} T' \parallel_{S,M} (\alpha \mapsto \tau_{M\alpha}) U \\
U \xrightarrow{\alpha^+} U' \\
T \parallel_{S,M} U \xrightarrow{\alpha_i} T' \quad \neg (T' \sqrt{\land} S = \emptyset) \\
T \parallel_{S,M} U \xrightarrow{\alpha \parallel_{i,l}(M_{\alpha})} T' \parallel_{S,M} (\alpha \mapsto \tau_{i,l}(M_{\alpha})) U \\
U \xrightarrow{\alpha_i^-} U' \quad \neg (U' \sqrt{\land} S = \emptyset) \\
T \parallel_{S,M} U \xrightarrow{\alpha \parallel_{i,r}(M_{\alpha})} T' \parallel_{S,M} (\alpha \mapsto \tau_{i,r}(M_{\alpha})) U' \\
T \xrightarrow{\hat{\tau}} T' \\
T \parallel_{S,M} U \xrightarrow{\hat{\tau}} T' \parallel_{S,M} U \\
U \xrightarrow{\hat{\tau}} U' \\
T \parallel_{S,M} U \xrightarrow{\hat{\tau}} T' \parallel_{S,M} U' \\
T \xrightarrow{\chi} T' \\
T \parallel_{S,M} U \xrightarrow{\chi} T' \parallel_{S,M} U' \\
T \parallel_{S,M} U \xrightarrow{\chi} T' \parallel_{S,M} U'
\end{array}
\end{array}
$$

When $T$ performs $\alpha^+$ ($\alpha \notin S$), then the new action is pushed on the top of the stack of $\alpha$ actions. This is represented by putting an $l$ in the first position of the association string for $\alpha$. Symmetrically for a move $\alpha^+$ of $U$.

When $T$ performs $\alpha_i^-$ ($\alpha \notin S$), the corresponding $\alpha$ action (whose position on the stack is that of the $i$-th $l$ in the association string for $\alpha$) terminates and is eliminated from the stack. This behavior is expressed by two rules in Table 3.7 because we eliminate the parallel operator in the case $T$ becomes a successfully terminated process. Note that this can happen only if, after the termination of $\alpha_i^-$, there are no more action to terminate, hence it is just sufficient to consider $i = 1$ in the elimination rule. Symmetrically for a move $\alpha_i^-$ of $U$.  

The semantic rules for the refinement operator are based on its definition in terms of the parallel operator and other basic operators. Our approach to ST semantics enables the following definition of $T[a \sim U]$ that closely adheres to the intuition of the way it works:

\[
( T[a \leftrightarrow e] \parallel \{e\}, \emptyset, \emptyset!\{e^+; U; e^-\} )/\{e\} \xrightarrow{\chi} T'
\]

where the bijective relabeling $\alpha \leftrightarrow \alpha'$ is defined by $\alpha \leftrightarrow \alpha' = \{(\alpha, \alpha'), (\alpha', \alpha)\} \cup \{(\alpha'', \alpha'''), \alpha'' \in A_e \land \alpha''' \notin \{\alpha, \alpha'\}\}$. For each $a$ executed by the process $T$ a corresponding process $U$ is activated by the bang operator in the righthand term. In this way if $T$ executes several auto-concurrent actions $a$ then a corresponding number of processes $U$ are executed in parallel by the righthand term. The correct association between actions $a$ and processes $U$ is guaranteed by the fact that the events of starting and termination of each auto-concurrent action $e$ are uniquely related by the ST semantics.

The operational rules for the refinement operator, “!” and “[\varphi]” are presented in Table 3.8.

The operational rules for !$T$ just say that we can execute zero or more parallel copies of $T$. The number of copies depends on the initial choice performed by !$T$ between termination (action $\sqrt{\cdot}$) and execution of $T$ in parallel with a new instance of !$T$. Such new instance is generated only after the execution of the first action of $T$. This avoids the immediate generation of an unbounded number of instances of !$T$ which would lead to infinite state models. Note that, in the definition of the refinement operator, this interpretation of

\[14\] This definition of semantic action refinement is slightly different from the usual definition [78, 73, 86] in that in $T[a \sim U]$ each execution of $U$ is preceded and followed by the occurrence of a silent transition $\hat{\tau}$. In order to obtain a definition which adheres completely to the usual one it is simply sufficient to “skip” $e$ transitions (instead of just hiding them with “$\parallel \{e\}$”), similarly as done in [52].
The bang operator leads to the execution of the correct number of instances of its argument, because we exploit the fact that a process in parallel with another process may actually perform the terminating action √ only when both processes are ready to terminate (actions √ of parallel processes must synchronize).

**Theorem 3.8** The interleaving semantics of a RL process $P$ not including the refinement operator is finite state if and only if the ST semantics of $P$ obtained with the stack technique is finite state.

**Proof:**

**Proof of “⇒”** Similarly to the proof of Theorems 3.1 and 3.4 we consider the finite state term $P'$ obtained by syntactically substituting $\mu;\mu$ for each action $\mu$ occurring in the term $P$. If, inside the state terms of the ST semantics of $P$, we syntactically replace each ST action with its type and we discard the sets $M$ in the operators $\parallel_{S,M}$, then we obtain a subset of the states of the interleaving semantics of the term $P'$. In particular, the number of states of the ST semantics of $P$ that collapse in the same state is finite because, since holes in the ordered sequence of started action indices generated by action termination are immediately eliminated by the stack policy, the maximum index an action may assume is bounded by the maximum number of processes that may run in parallel in a state. Such quantity is finite because the number of states of the interleaving semantics of $P'$ is finite.

**Proof of “⇐”** The same as in the proof of Theorem 3.1. □

Our approach ensures that the finiteness of semantic models is preserved by the action refinement operator.

**Theorem 3.9** If $P$ and $Q$ are finite state RL processes, then $P[a \leadsto Q]$ is a finite state process.

**Proof:** The fact that $P[a \leadsto Q]$ is finite state easily derives from the presence of the elimination rules for the parallel operator and from the fact that the maximum number of self-concurrent actions $a$ in the $P$ process is finite (hence the maximum number of parallel processes opened by the bang operator in a certain state is finite) because $P$ is finite state. □

**Example 3.7** In Fig. 3.4 we present the finite ST semantic model of $\text{recX.a};X[a \leadsto b;c]$ obtained with the stack technique. In Fig. 3.5 we show an initial fragment of the infinite ST semantic model of the same term obtained with the dynamic name technique. Note that ST semantics via the dynamic name technique over the whole language RL is simply obtained as follows. The operational rules for the refinement, relabeling and bang operators are the same as for the stack technique, except that $e^+$ is replaced by $e^+_1$ in the premise for refinement, $\alpha^+$ is replaced by $\alpha^+_1$ in the rules for relabeling and bang operators and $\varphi(\alpha)^+$ is replaced by $\varphi(\alpha)_1^+$ in the rule for relabeling. Fig. 3.5 makes clear that, in the absence of an elimination rule for the parallel operator, the number of parallel operators generated by the bang operator grows as new actions to
Figure 3.4: Example of Refinement with the Stack Technique

be refined start and terminate. Therefore even refining a simple recursive term such as \texttt{recX.a;X} leads to an infinite semantic model. \footnote{For the simple example \texttt{recX.a;X[a \sim b;c]}, the execution of a refinement by means of \texttt{!([e^+_1;b;c;e^-_1])} always leads to \texttt{e\parallel_0([e^+_1;b;c;e^-_1])}, where the parallel operator could in fact be eliminated. The fact that, with the name technique, we cannot apply the elimination rule to the parallel operators generated by refinement, can be seen by considering a refinement (e.g. \texttt{a \sim b;c}) of the term \texttt{recX.a;X || recX.a;X}, whose semantic model (see Fig. 3.2) includes states which exhibit “holes” in the index sequences of started actions.}

Now we present a simple syntactic criterion which constitutes a sufficient condition for a process of \textsc{RLC} to be finite state. In the following corollary we call “static” the operators of parallel composition, hiding and action refinement only.

\textbf{Corollary 3.3} Let \(P\) be a process of \textsc{RLC} s.t. for each subterm \texttt{recX.Q} of \(P\), \texttt{X} does not occur free in \(Q\) in the context of a static operator or in the lefthand side of a “;”. Then \(P\) is a finite state process.

3.6.2 Weak ST Bisimulation via the Stack Technique

The equivalence notion we consider over terms of \textsc{RLS}, denoted by \(\simeq_s\), is again observational congruence extended to open terms \cite{122}, where the alphabet of visible actions is \(\text{STA}_s\) and hidden actions are \(\hat{\tau}\) actions.

We have the following theorem of consistency with the static name ST semantics.

\textbf{Theorem 3.10} Given two processes \(P\) and \(Q\) of \textsc{BLC} we have that \(P \simeq_s Q\) if and only if \(P \simeq_{sn} Q\).
From Theorems 3.10 and 3.5 we immediately derive also the equivalence between the stack technique and the dynamic name technique.

**Corollary 3.4** Given two processes $P$ and $Q$ of $\text{BL}_C$ we have that $P \simeq_s Q$ if and only if $P \simeq_{dn} Q$.

Moreover from Theorems 3.10 and 3.2 it easily derives that $\simeq_s$ is preserved by all the operators of $\text{RL}$, including recursion.

**Corollary 3.5** $\simeq_s$ is a congruence for $\text{RL}$.

**Proof:** The congruence w.r.t. the refinement operator derives from the congruence w.r.t. relabeling and bang operators. The congruence w.r.t. the bang operator derives from congruence w.r.t basic operators since it is easy to see that the semantic model of $\text{rec}X.(\varepsilon + P \parallel_{\varepsilon, \varepsilon} X)$ where $X$ does not occur free in $P$.

**Theorem 3.11** Observational $\text{ST}$ congruence is decidable over processes of $\text{RL}_C$ which possess a finite state stack technique $\text{ST}$ semantics.
Chapter 3. Deciding and Axiomatizing Weak ST Bisimulation

Now we will show that with the stack technique it is easy to define an axiomatization for \( \simeq_s \) which is complete over finite state processes of \( RL_{CG} \) by following an approach similar to the axiomatization of standard bisimulation for process algebras with a structural operational interleaving semantics.

The axiom system \( A_{RL} \) for \( \simeq_s \) on \( RL_s \) terms is formed by: the standard axioms presented in Table 3.4 where we replace the operator “\( ; \)”, for the operator “\( \cdot \)”, 16 “\( \hat{\cdot} \)” for “\( \overrightarrow{0} \)”, \( L \) for \( L \) and \( S \) for \( S \); the axioms of Table 3.9 which are specific for the stack technique; and the axioms of Table 3.10 which deal with the refinement operator.

### 3.6.3 Axiomatization of Weak ST Bisimulation via the Stack Technique

Now we will show that with the stack technique it is easy to define an axiomatization for \( \simeq_s \) which is complete over finite state processes of \( RL_{CG} \) by following an approach similar to the axiomatization of standard bisimulation for process algebras with a structural operational interleaving semantics.

The axiom system \( A_{RL} \) for \( \simeq_s \) on \( RL_s \) terms is formed by: the standard axioms presented in Table 3.4 where we replace the operator “\( ; \)”, for the operator “\( \cdot \)”, 16 “\( \hat{\cdot} \)” for “\( \overrightarrow{0} \)”, \( L \) for \( L \) and \( S \) for \( S \); the axioms of Table 3.9 which are specific for the stack technique; and the axioms of Table 3.10 which deal with the refinement operator.

16With the operator “\( ; \)" we can write the axiom \( (Tau1) \) simply as \( \otimes; \hat{\cdot} = \theta \). Moreover we could adopt a more elegant formulation of the axioms for the hiding operator where in \( (T;U)/L \) we distribute hiding over the arguments of “\( ; \)”, i.e. \( (T;U)/L = (T/L);(U/L) \).
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The axiom (Par) is the standard one except that when the position of processes $T$ and $U$ is exchanged we must invert left and right inside $M$. More precisely, the inverse $\overline{M}$ of a mapping $M$ is obtained, similarly to the dynamic name technique, by inverting locations in index association strings as follows: $\overline{M} = \{ a : (i, r) | a : (i, l) \in M \} \cup \{ a : (i, l) | a : (i, r) \in M \}$. The axiom (LM5) reflects the elimination rules for the parallel operator. Finally, the axioms (LM7) and (LM8) just reflect the operational rules of the parallel operator for an independent move of the lefthand process.

In Table 3.11 we present the operational rules for $\parallel S, M$ and $\mid S, M$, which are obtained from the rules of the parallel operator by following an approach similar to that of [1].

**Theorem 3.12** The axioms of $A_{RL}$ are sound for $\simeq_s$ over $RL_s$ terms.

**Proof:** A simple consequence of the soundness of the axiomatization of [1] and of the fact that the semantic model of $!P$ is isomorphic to that of $rec.X.(\varepsilon + P \parallel \emptyset \emptyset X)$ where $X$ does not occur free in $P$. \qed

Once we have defined a sequential state to be a state that can be built using only $\varepsilon$, $\delta$, $X$ and operators $\theta; T$, $T' + T''$, $rec.X.T$, and assumed the standard definition of [122] for strong guardedness of sequential states, we have the following theorem.

**Lemma 3.2** If a process $P \in RL_{CG}$ is finite state then $\exists T \in RL_{s,C}. A_{RL} \vdash P = T$ with $T$ strongly guarded sequential state.

**Proof:** The proof of this theorem is completely analogous to that of Lemma 3.1, in particular $\parallel$ has the same role as $\mid$ and $\delta$ has the same role as $\emptyset$. The only difference is that a term $\varepsilon$ must be added to the summation in the equation for a state $T_i$ if $T_i$ has an outgoing transition labeled with $\sqrt{}$. \qed
Since for sequential states the ST semantics coincide with the standard interleaving semantics and the axioms of $A_{RL}$ involved are just the standard axioms for CCS (it suffices to consider “$\eta; T$” as being “$\eta,T$”, “$\delta$” as being “$\emptyset$” and “$\varepsilon$” as being “$\sqrt{0}$”), from [124] and Lemma 3.2 we derive the completeness of $A_{RL}$.

**Theorem 3.13** $A_{RL}$ is complete for $\approx_s$ over finite state processes of $RL_{CG}$.

**Proof:** From [124] we have that given two sequential states $T$ and $T'$ such that $T \approx_s T'$ then $A_{RL} \vdash T = T'$, hence the result directly follows from Lemma 3.2. \qed

### 3.7 Comparison of the Three Techniques

In this section we will compare the size of the ST semantic models produced with our three techniques for processes of the Basic Language.

The static name technique produces much smaller semantic models with respect to the other two techniques intuitively because it does not produce different representations for states reached by starting the same set of actions (of the same type) in different orders: the same state is reached no matter which order of action execution is chosen. This because, differently from the dynamic name and stack techniques, when we establish weak ST bisimulation of processes through the static name technique, “all the work” is done by the equivalence which associates static names.

**Theorem 3.14** Given a term $P \in BL_C$, the number of states of the semantic model of $P$ produced with the static name technique is less or equal to the number of states of the semantic model of $P$ produced with the dynamic name and stack techniques. Moreover if the behavior of $P$ is such that it may execute at least two concurrent actions of the same type, then the number of states of the semantic model of $P$ produced with the static name technique is strictly smaller than the number of states of the semantic model of $P$ produced with the dynamic name and stack techniques.

**Proof:** It is easy to see that, in both the dynamic name and the stack technique ST semantic models of $P$, the number of states corresponding to the same state $\langle T, ex \rangle$ of the ST static name semantic model of $P$ (i.e. states $U$ such that $sn(U) = \langle T, ex \rangle$ according to Definitions A.8 and A.14) is at least $\sum_{a \in A; ex_a \neq \emptyset} (|ex_a|!)$, i.e. for each action type we consider the factorial of the number of the action of that type in execution in the state. This because, since the actions in $ex$ are in parallel execution in $\langle T, ex \rangle$, they are independent (not causally related), hence they can be started in any order. Therefore both the dynamic name and the stack technique ST semantic models of $P$ include at least a different state $U$ such that $sn(U) = \langle T, ex \rangle$ for each possible permutation of the actions in $ex$ of the same type. Formally, if for each action type $a$ such that $ex_a \neq \emptyset$ we consider a bijection $Perm_a$ from $\{1 \ldots |ex_a|\}$ to $ex_a$, then both in the dynamic name and the stack technique ST semantic models of $P$ there exists a state $U$ such that, for each action type $a$ considered above, we have (according to Definitions A.6 and A.12) $dsmap(U)_a = Perm_a$ for the dynamic
name technique and \( \text{ssmap}(U)_a = \text{Perm}_a \) for the stack technique. Finally note that states of the dynamic name and the stack technique semantic models of \( P \) corresponding to different states of the static name semantic model of \( P \) are obviously different, otherwise \( \text{sn} \) would not be a function.

The stack technique produces smaller semantic models with respect to the dynamic name technique intuitively because it avoids creating holes in the ordered sequences of indexes of active actions of the same type (and consequently also index permutations, see Sect. 5).

**Theorem 3.15** Given a term \( P \in BL_C \), the number of states of the semantic model of \( P \) produced with the stack technique is less or equal to the number of states of the semantic model of \( P \) produced with the dynamic name technique. Moreover if the behavior of \( P \) is such that it may execute at least two concurrent actions of the same type, then the number of states of the semantic model of \( P \) produced with the stack technique is strictly smaller than the number of states of the semantic model of \( P \) produced with the dynamic name technique.

**Proof:** As we showed in the proof of Theorem 3.14 the number of states of the dynamic name semantic model of \( P \) in correspondence with a given state \( \langle T, \text{ex} \rangle \) of the static name semantic model of \( P \) is at least \( \sum_{a \in A : \text{ex}_a \neq \emptyset} (|\text{ex}_a|!) \). It is easy to see that, since in the stack technique the actions in execution of the same type are always recorded in a stack whose dimension is equal to the number of such actions, the number of states of the stack technique semantic model of \( P \) in correspondence with \( \langle T, \text{ex} \rangle \) is at most \( \sum_{a \in A : \text{ex}_a \neq \emptyset} (|\text{ex}_a|!) \), i.e. the number of possible configurations (permutations of actions of the same type) for all the stacks. Formally, this derives from the fact that in each state \( U \) of the stack technique semantic model of a process \( P \in BL_C \), the indexes (representing stack positions) associated with the actions in execution of a given type in the state always range from 1 to \( k \) for some \( k \), i.e. for each action type \( a \) we have \( \text{dom}(\text{ssmap}(U)_a) = \{1 \ldots k_a\} \) according to Definition A.12. Moreover it is easy to see that for each ordering of the actions of \( \text{ex} \) in the stacks, there is at most one state \( U \) of the stack technique semantic model of \( P \) in correspondence with \( \langle T, \text{ex} \rangle \) implementing that ordering, i.e. such that \( \text{ssmap}(U)_a \) yields the desired ordering for the actions of \( \text{ex} \) of type \( a \). Finally, if the behavior of \( P \) is such that it may execute at least two concurrent actions of the same type, then in the dynamic name semantics of \( P \) there is a state \( U^* \) such that we have two actions in execution, both with the same type \( a \), with associated indexes 1 and 2. Moreover \( U^* \) must have an outgoing transition representing the termination of the action \( a_1 \) leading to a state \( U' \) where we have a “hole” in position 1. Therefore, considered the state \( \text{sn}(U') \) of the static name semantics of \( P \) corresponding to \( U' \) (see Definition A.8) which has a single action in execution, we have that in the stack technique semantics of \( P \) there is a single state corresponding to \( \text{sn}(U') \), while in the dynamic name semantics of \( P \) there are at least two states corresponding to \( \text{sn}(U') \) (\( U' \) and the state \( U'' \) such that \( \text{sn}(U'') = \text{sn}(U') \)) and the action \( a \) in execution has index 1. \( \square \)
3.8 Conclusion

Even if the stack technique is more adequate in the context of ST semantics because it allows to decide and axiomatize ST bisimulation also in the presence of an action refinement operator, we believe that the three techniques for expressing ST semantics that we have presented have different features that may make one of them more suitable than another one depending on the context of application. We have introduced the static name technique first of all because it allows us to use the equivalence of [4] which has been proven in [84] to coincide to the original definition of ST equivalence [78]. In this way we have that all three equivalences considered in this chapter actually coincide with ST bisimulation. Secondly because it is a technique producing much smaller semantic models with respect to the other two techniques. Moreover we have introduced the dynamic name technique for the following reasons. First of all, it shows how dynamic names, which have been previously used in the literature for producing finite models in the presence of recursion, can be managed compositionally, thus giving rise to structural operational semantics for terms of process algebras and axiomatizations. Secondly, the dynamic name technique is more intuitive than the stack technique because it identifies an action with the same name throughout all its execution and makes it possible to understand the (quite complex) notion of levelwise renaming, without getting at the same time into the intricate behavior of the stack technique. Thirdly, for certain problems it may constitute the unique solution, i.e. the stack technique may not be applicable. For example, as we will see in the rest of the thesis, when ST semantics is used to express execution of activities in timed systems, the models used in the literature (e.g., timed automata or generalized semi-Markov processes for probabilistic time) require an activity to maintain its name throughout all its execution (name of the clock representing the activity) so the stack technique cannot be applied to derive models of this kind from an algebraic specification. Moreover, even if the dynamic name technique is not practically applicable to a language including an action refinement operator (semantic action refinement [86]), we could still rely on syntactic action refinement [86], i.e. we could perform a limited form of action refinement by syntactically replacing terms for actions. The finiteness result for ST semantics and refinement makes the top-down design of concurrent systems actually performable. This result also finds application in other areas more related to the topic of this thesis. In the context of probabilistically timed process algebras where time is expressed by associating a general probability distribution of duration to actions, we have developed two languages, one based on ST semantics via static names, which will be presented in Chapter 13, and another one based on ST semantics via dynamic names, which will be presented in Chapter 7. The use of the ST semantics via static and dynamic names (as opposed to the use of the stack technique) gives rise to semantic models which are very close to Generalized Semi-Markov Processes (GSMPs) which can be analyzed to evaluate performance measures of systems. In particular names assigned to actions by ST semantics become the names of the elements of the GSMP deriving from an algebraic specification. Since in such process algebras the mathematical evaluation of performance measures of systems rely on the analysis of the stationary behavior of cyclic systems, it is crucial that we can obtain finite state models also in the presence of recursion. Moreover, in this context
the finiteness result for action refinement gives the new possibility of “refining”, phase-type distributions (a special class of duration probability distributions which are very useful in many applications and can be used to approximate every kind of duration distribution) into combinations of exponential distributions that are easily analyzable through well-known mathematical techniques (i.e. analysis of Continuous Time Markov Chains) for deriving performance measures of systems. In Chapters 7 and 8 we will use syntactic action refinement in conjunction with the dynamic name technique to turn systems using activities with a phase-type distributed duration into purely Markovian systems.

Finally, we would like to note that, if we just consider the process algebras commonly used in the literature which can be endowed with an interleaving semantics (and we do not consider ad-hoc operators which exploit the fact of splitting actions through ST semantics), our results are not language dependent. For example, considering ACP [14] instead of CSP parallel composition would only lead to more complex mappings (parameterizing the parallel operators) for representing the associations between the computations of \( P \parallel Q \) and the computations of \( P \) and \( Q \) that originate them. This because in ACP an action of type \( a \) of \( P \parallel Q \) can be originated from the synchronization of two actions of \( P \) and \( Q \) with a different type, e.g. \( b \) and \( c \). Therefore we have to parameterize parallel operators with mappings associating (indexed) actions of different types. Nevertheless, apart from the implementation details of levelwise renaming, the static name, dynamic name and stack technique can still be used to finitely represent the behavior of systems. In particular concerning the dynamic name and stack technique, the fact that we obtain a finite ST semantic model for terms having a finite interleaving semantic model is not at all related to the operators used in the term, but is due to the way we generate names for action started at the top level by the term and reuse names of actions terminated at the top level by the term.
Part II

Interactive Timed Processes
Chapter 4

Interactive Weighted Markov Chains

In this chapter we introduce Interactive Weighted Markov Chains (IWMCs), which are basically an extension of continuous time Markov chains (see Sect. 2.2.2) with action transitions, representing the ability of the process to interact with other processes, and probabilistic transitions, representing probabilistic choices internally performed by the process. In particular interactive weighted Markov chains extend interactive Markov chains of [99] with the capability of representing probabilistic choices through transitions labeled with weights [150]. Besides introducing the model of interactive weighted Markov chains, we will introduce a calculus generating IWMCs as semantic models of terms (called calculus of interactive weighted Markov chains) and a notion of observational congruence for IWMCs which is a congruence for all the operators of the calculus. Finally we will present an axiomatization for such an equivalence which is complete for finite-state strongly guarded terms of the calculus. We will address the problem of axiomatizing weakly guarded (and fully unguarded) terms in Chapter 9.

4.1 Introduction

The advantages of using process algebras for the performance modeling and evaluation of concurrent systems due to their feature of compositionality have been widely recognized [107, 87, 7, 19, 49, 90, 139, 69, 99, 113]. Particularly simple and successful has been the extension of standard process algebras with time delays whose duration follows an exponential probability distribution, called Markovian process algebras [107, 87, 19, 138, 99]. As we will see, the advantage of restricting to this kind of delays stems from the memoryless property of exponential distributions. This property basically says that in each time point in which an exponential delay has started but not terminated yet, the residual duration of the delay is still distributed as the entire duration of the delay. The “timed” behavior of systems specified with a Markovian process algebra can be represented by a continuous time Markov chain (CTMC), i.e. a simple continuous time stochastic process where in each time point the future behavior of the process is completely independent on its past behavior (see Chapter 2). Due to their simplicity CTMCs can be analyzed with standard mathematical techniques and software tools (see e.g. [147]) for deriving performance measures of systems.
Let us recall some basic concepts about CTMCs. Transitions leaving a state of a CTMC represent exponential delays which are thought of as being in a race: the fastest one that terminates determines the transition to be executed. More precisely, given a state $s$ with $n$ outgoing transitions labeled with rates $\lambda_1, \ldots, \lambda_n$, respectively, we have that:

- The average sojourn time in $s$ is exponentially distributed with rate $\sum_{i=1}^{n} \lambda_i$.
- The probability of executing the $k$-th outgoing transition of $s$ is $\lambda_k / \sum_{i=1}^{n} \lambda_i$.

CTMCs can be easily extended with states which have a zero sojourn time (the so-called vanishing states) and outgoing probabilistic transitions (labeled, e.g., with a weight [150]) representing probabilistic choices, similarly as done, e.g., in [141]. More precisely, given a state $s$ with $n$ outgoing transitions labeled with weights $w_1, \ldots, w_n$, respectively, we have that:

- The sojourn time in $s$ is zero.
- The probability of executing the $k$-th outgoing transition of $s$ is $w_k / \sum_{i=1}^{n} w_i$.

In the following we will call Weighted Markov Chains (WMCs) this extension of CTMCs with weighted transitions. Extending CTMCs in this way is very convenient in that it significantly simplifies the task of modeling real systems (in that alternative system behaviors can be expressed via probabilistic choices) without increasing the “complexity” of the underlying class of stochastic processes. This because models with both tangible states (the ordinary states of CTMCs) and vanishing states can be easily turned into CTMCs via a simple procedure which eliminates vanishing states. In particular the elimination of a vanishing state simply causes each of its ingoing transitions to be split into a set of transitions corresponding to the probabilistic transitions leaving the vanishing state (see [19] Chapter 4 for a precise definition of this procedure).

In [99] specifying concurrent systems as the parallel composition of interacting subsystems described by CTMCs is made possible simply by extending CTMCs with standard action transitions, thus giving rise to Interactive Markov Chains (IMCs). Following this idea we introduce interaction in WMCs by developing Interactive Weighted Markov Chains (IWMCs), which are quite similar to the model considered in [141]. An IWMC represents the behavior of a component by employing both standard action transitions, representing the interactive behavior of the component, and probabilistic transitions and exponentially timed transitions, representing the timed probabilistic behavior of the component. Action transitions are just standard CCS/CSP transitions which are executed in zero time: when several action transitions are enabled in an IWMC state, the choice among them is just performed non-deterministically and when IWMCs are composed in parallel they synchronize following the CSP [109] approach, where the actions belonging to a given set $S$ are required to synchronize. Probabilistic transitions are labeled with a weight and represent probabilistic choices performed proportionally to the weights. Finally, exponentially timed transitions are labeled with a rate and represent timed choices performed according to a race between exponential delays,
as already explained. Similarly as in [99], the interrelation between standard action transitions and performance related transitions (probabilistic and exponentially timed transitions) is governed by the so-called maximal progress assumption [133]: the possibility of executing $\tau$ transitions prevents the execution performance related transitions, thus expressing that the system cannot wait if it has something internal to do. But differently from [99], where such a priority is captured in the definition of equivalence among IMCs, we prefer to express priority by cutting transitions which cannot be performed when defining and composing IWMCs (a solution also hinted in [100]). This allows us to obtain smaller system models and to define a notion of bisimulation among IWMCs more simply, without having to discard any transitions when establishing equivalence.

The notion of weak bisimulation for IWMCs that we present matches exponentially timed transitions according to Markovian bisimulation [107], deals with probabilistic choices according to probabilistic bisimulation [117], and abstracts from standard $\tau$ actions as in [122]. In particular, with respect to [99], we do not complicate the notion of equivalence by including conditions about the “stability” of bisimilar states, in that, for the time being, we will focus in obtaining a congruence result only for IWMCs which do not include $\tau$ loops. An IWMC that is forced in a $\tau$ loop can be seen as a “Zeno process”, i.e. a system which performs infinite computations without going beyond a certain point in time. Discarding IWMCs with $\tau$ loops allows us to avoid the technical complications deriving from the treatment of Zenoness (see e.g. [105, 99]) and on the other hand seems not to be so restrictive. We will discuss the treatment of timed systems with $\tau$ loops in Chapter 9.

Similarly as in [99] we also define a Markovian process algebra (called calculus of IWMCs) which produces IWMCs as semantic models of its terms. The calculus of IWMC is an extension of the basic process algebra introduced in Chapter 2 with prefixes “$\lambda.$”, representing exponentially timed delays of rate $\lambda$, and prefixes “$w.$”, representing probabilistic choices performed with weight $w$.

As usual in Markovian process algebras, choices between exponentially timed delays expressed with the operator “$+$.“ simply become alternative exponentially timed transitions in semantic models, hence are resolved through a race policy. Due to the adoption of such a race policy, the parallel execution of exponentially timed delays can be simply represented with an interleaving semantics. For instance, if we consider the parallel execution of two delays $\lambda$ and $\mu$ which is represented by:

we have that an expansion law like $\lambda.0 + \mu.0 = \lambda.\mu.0 + \mu.\lambda.0$ holds true. We point out that the CTMC above correctly depicts the aforementioned scenario thanks to the memoryless property of the exponential distribution, because an action can be regarded as being initiated in the same state in which it terminates its execution. For instance, if in the initial state of the CTMC above (i.e., the state labeled with initial
probability 1) the action with rate $\lambda$ is terminated before the action with rate $\mu$, the leftmost state is reached and its outgoing transition is labeled with $\mu$ because, when entering that state, the time to the completion of the action with rate $\mu$ is still exponentially distributed with rate $\mu$. We also observe that no transition is possible from the initial state to the absorbing one as the probability that the two actions terminate simultaneously is zero.

Similarly to exponentially timed delay prefixes, choices between weight prefixes expressed with the operator “$+$” simply become alternative weighted transitions in semantic models, thus representing probabilistic choices. Moreover, since probabilistic choices are performed in zero time, we can simply adopt an interleaving semantics also for the parallel execution of weight prefixes.

Therefore, the semantics of terms of the calculus of IWMCs is simply defined via SOS by extending the standard interleaving semantics for action prefixes presented in Chapter 2 also to exponentially timed delay prefixes and weight prefixes. Moreover, the interrelation among the three kind of prefixes is captured in the semantics by: (i) applying a notion of priority of weight prefixes over exponentially timed delay prefixes due to the assumption that probabilistic choices are resolved urgently, and (ii) applying a notion of priority of $\tau$ prefixes over performance related prefixes due to the maximal progress assumption previously explained. We also show that the notion of observational congruence over IWMCs, obtained by modifying weak bisimulation over IWMCs in the standard way [122], is a congruence for all the operators of the calculus over strongly guarded processes and we produce an axiomatization for this equivalence which is complete over finite-state strongly guarded processes.

The chapter is structured as follows. In Sect. 4.2 we present the model of IWMCs. In Sect. 4.3 we present the calculus of IWMCs and its operational semantics. Finally, in Sect. 4.4 we present the notion of observational congruence over IWMCs and its complete axiomatization.

### 4.2 The IWMC Model

The model of interactive weighted Markov chains extends CTMCs by expressing in addition to the execution of exponentially timed delays, also (i) the execution of standard actions which can synchronize and have a zero duration, and (ii) the execution (in zero time) of probabilistic choices expressed through transitions labeled with weights. As far as the first extension is concerned, it leads to models which are also quite usual in real-time process algebras [131] where transitions representing temporal delays are distinguished from standard action transitions which are chosen non-deterministically and are performed in zero time. Such an extension leads to the possibility of modeling a concurrent system as the (parallel) composition of several subsystems. As far as the extension of CTMCs to probabilistic choices is concerned, it leads to an enhancement of the expressive power of IMCs [99] similar to that obtained in [141], while preserving the simplicity of the approach. IWMCs can express three kind of choices: exponentially timed choices, probabilistic choices and non-deterministic choices. As far as exponentially timed choices are concerned,
whenever a state of the IWMC enables several ordinary CTMC transitions labeled with rates $\lambda \in \mathbb{R}^+$, the choice is resolved according to race policy by executing the transition which terminates first. As far as probabilistic choices are concerned, whenever a state of the IWMC enables several probabilistic transitions, the choice of the transition is performed probabilistically according to the weights $w \in \mathbb{R}^+$ labeling such transitions. As far as non-deterministic choices are concerned, they arise whenever an IWMC state enables several action transitions, just like in standard labeled transition systems deriving from CCS/CSP terms. In particular alternative transitions labeled with invisible $\tau$ actions represent internal non-deterministic choices which are performed in zero time and can never be “resolved” through synchronization with other system components. On the contrary, visible actions $a$ in an IWMC are seen as incomplete actions which wait for a synchronization with other system components (they represent potential interaction with the environment). Therefore the choice of such actions in any IWMC state is governed by an external form of non-determinism, as their execution completely depends on the environment. Note that since we adopt a CSP synchronization policy for IWMCs which produces visible actions from the synchronization of visible actions (thus allowing for multiway synchronization) the only way to turn an incomplete action into a complete one is by means of a hiding operator, which turns visible actions into $\tau$ actions. Similarly as in [99] an IWMC represents a complete system only when it does not include any transition labeled by a visible action. Note that IWMCs representing complete systems may still include non-determinism due to multiple internal $\tau$ transitions enabled in the same state (internal non-determinism). Therefore, adversaries (or schedulers) play an important role in the performance analysis of IWMCs in that they allow internal non-determinism to be removed from an IWMC thus turning it into a CTMC.

More precisely, in an IWMC we have four different kinds of state:

- **silent states**, enabling invisible action transitions $\tau$ and (possibly) visible action transitions $a$ only. In such states the IWMC just performs a non-deterministic choice among the $\tau$ transitions in zero time and may potentially interact with the environment through one of the visible actions.

- **probabilistic states**, enabling probabilistic transitions and (possibly) visible action transitions $a$ only. In such states (also called vanishing states) the IWMC just performs a probabilistic choice among the probabilistic transitions in zero time and may potentially interact with the environment through one of the visible actions.

- **timed states**, enabling exponentially timed transitions and (possibly) visible action transitions $a$ only. The IWMC sojourns in these states (also called tangible states) until one of the exponential delays terminates and the corresponding transition is performed. While the IWMC sojourns in the state, it may (at any time) potentially interact with the environment through one of the outgoing visible action transitions.

- **waiting states**, enabling standard visible actions only or no transition at all. In such states the IWMC sojourns indefinitely. It may, at any time, potentially interact with the environment through one of
the outgoing visible action transitions.

In the following we present the formal definition of Interactive Weighted Markovian Transition System (IWMTS), then we will define interactive weighted Markov chains as IWMTSs possessing an initial state. Formally, rates, belonging to $\mathbb{R}^+$, are ranged over by $\lambda, \lambda', \ldots$ while weights, belonging to $\mathbb{R}^+$, are ranged over by $w, w', \ldots$. We use $\theta, \theta', \ldots$ to range over both rates and weights. Moreover, we denote the set of standard action types used in a IWMTS by $\text{Act}$, ranged over by $\alpha, \alpha', \ldots$. As usual $\text{Act}$ includes the special type $\tau$ denoting internal actions. The set $\text{Act} - \{\tau\}$ is ranged over by $a, b, \ldots$. The set of states of an IWMTS is denoted by $\Sigma$, ranged over by $s, s', \ldots$. We assume the following abbreviations that will make the definition of IWMTSs easier. Let us suppose that $T \subseteq (\Sigma \times \text{Labels} \times \Sigma)$ is a transition relation, where $\text{Labels}$ is a set of transition labels, ranged over by $l$. We use $s \xrightarrow{l} s'$ to stand for $(s, l, s') \in T$, $s \xrightarrow{l}$ to stand for $\exists s' : s \xrightarrow{l} s'$, and $s \xrightarrow{l}$ to stand for $\not\exists s' : s \xrightarrow{l} s'$.

**Definition 4.1** An Interactive Weighted Markovian Transition System (IWMTS) is a tuple $\mathcal{M} = (\Sigma, \text{Act}, T_w, T_e, T_a)$ with

- $\Sigma$ a set of states,
- $\text{Act}$ a set of standard actions,
- $T_w \subseteq (\Sigma \times \mathbb{R}^+ \times \Sigma)$, $T_e \subseteq (\Sigma \times \mathbb{R}^+ \times \Sigma)$, and $T_a \subseteq (\Sigma \times \text{Act} \times \Sigma)$ three transition relations, containing probabilistic, exponentially timed and action transitions, respectively, such that: \(^1\)

  1. $\forall s \in \Sigma. \quad s \xrightarrow{\tau} \iff \not\exists \theta. \quad s \xrightarrow{\theta}$
  2. $\forall s \in \Sigma. \quad \exists w. \quad s \xrightarrow{w} \iff \not\exists \lambda. \quad s \xrightarrow{\lambda}$

**Definition 4.2** An Interactive Weighted Markov Chain (IWMC) is a tuple $\mathcal{M} = (\Sigma, \text{Act}, T_w, T_e, T_a, s_0)$, where $s_0 \in \Sigma$ is the initial state of the IWMC and $(\Sigma, \text{Act}, T_w, T_e, T_a)$ is an IWMTS.

The constraints over transition relations $T_w, T_e$ and $T_a$ guarantee that each state of the IWMC belongs to one of the four kind of states above. In particular, the first requirement says that if a state can perform internal $\tau$ actions then it cannot perform exponentially timed or probabilistic transitions. Such a property derives from the assumption of maximal progress: the possibility of performing internal actions prevents the execution of delays. The second requirement says that if a state can perform probabilistic transitions then it cannot perform exponentially timed transitions. Such a property derives from the assumption of urgency of choices: probabilistic choices cannot be delayed but must be performed immediately, hence they prevent the execution of exponentially timed delays.

\(^1\)For the sake of readability here and in the rest of the chapter we assume the following operator precedence when writing constraints for transition relations: existential quantifier > implication.
4.3 The Calculus of Interactive Weighted Markov Chains

In this section we introduce the syntax and operational semantics of the calculus of interactive weighted Markov chains.

4.3.1 Syntax of Terms and Informal Semantics of Operators

The calculus of interactive weighted Markov chains is an extension of the standard process algebra introduced in Chapter 2, which allows us to express priority, probabilistic choices and exponentially timed delays. This is done by including into the calculus, in addition to standard actions, actions \( w \) representing probabilistic choices with weight \( w \) and actions \( \lambda \) representing exponential delays with rate \( \lambda \). The possibility of expressing priority derives from the interrelation of standard \( \tau \) actions, \( w \) actions and \( \lambda \) actions. In particular we make the maximal progress assumption: the system cannot wait if it has something internal to do. Therefore we assume that, in a choice, \( \tau \) actions have priority over \( w \) actions and \( \lambda \) actions, i.e. both \( \tau.P + w.Q \) and \( \tau.P + \lambda.Q \) behave as \( \tau.P \). Moreover we assume that probabilistic choices are urgent, hence, in a choice, \( w \) actions have priority over \( \lambda \) actions, i.e. \( w.P + \lambda.Q \) behave as \( w.P \).

Let \( \text{Var} \) be a set of process variables ranged over by \( X, Y, Z \). Let \( \text{ARFun} = \{ \varphi : \text{Act} \rightarrow \text{Act} | \varphi(\tau) = \tau \land \varphi(\text{Act} - \{\tau\}) \subseteq \text{Act} - \{\tau\} \} \) be a set of action relabeling functions, ranged over by \( \varphi \).

Definition 4.3 We define the language IWMC as the set of terms generated by the following syntax

\[
P ::= 0 \mid X \mid w.P \mid \lambda.P \mid P + P \mid P/L \mid P[\varphi] \mid P || S \mid \text{rec}X.P
\]

where \( L, S \subseteq \text{Act} - \{\tau\} \). An IWMC process is a closed term of IWMC. We denote by \( \text{IWMC}_g \) the set of strongly guarded terms of IWMC.  

"0" denotes a process that cannot move. The operators "." and "+" are the CCS prefix and choice. The choice among weights is carried out through the preselection policy by giving each of them a probability proportional to its weight. The choice among rates is carried out through the race policy by executing them concurrently until one of them terminates. Moreover \( \tau \) actions have priority over \( w \) and \( \lambda \) actions in a choice, while \( w \) actions have priority over \( \lambda \) actions. "/L" is the hiding operator which turns into \( \tau \) the actions in \( L \), "[\varphi]" is the relabeling operator which relabels visible actions according to \( \varphi \). "||S" is the CSP parallel operator, where synchronization over actions in \( S \) is required. Finally "\text{rec}X" denotes recursion in the usual way.

In the following we will consider only terms of \( \text{IWMC}_g \), i.e. strongly guarded terms of our calculus. A justification for the fact that we do not consider processes with weakly guarded recursion is that they give rise to \( \tau \) loops in the semantic models, hence to Zeno processes, i.e. processes which perform infinite

\(^2\)To be precise, with respect to the algebra considered in Chapter 2, here we use a recursion operator "\text{rec}X.\_", instead of process constants, to denote recursion.

\(^3\)We consider \( w \) and \( \lambda \) prefixes as being guards in the definition of strong guardedness.
computations without going beyond a certain point in time. We will discuss the treatment of weakly guarded processes in Chapter 9.

4.3.2 Operational Semantics

The semantics of IWMC terms produces a transition system labeled by actions in $Act$, weights in $\mathbb{R}^+$ and rates in $\mathbb{R}^+$. We use $\gamma, \gamma', \ldots$ to range over transition labels. Such a transition system is defined as being the $IWMTS \ M = (IWMC_g, Act, T_w, T_e, T_a)$, where: $T_a$ is the least subset of $IWMC_g \times Act \times IWMC_g$ satisfying the standard operational rules of Table 4.1, $T_w$ is obtained from the least multiset over $IWMC_g \times \mathbb{R}^+ \times IWMC_g$ satisfying the operational rules of Table 4.2 (similarly to [107], we consider a transition to have arity $m$ if and only if it can be derived in $m$ possible ways from the operational rules) by summing the weights of the multiple occurrences of the same transition, and $T_e$ is obtained from the least multiset over $IWMC_g \times \mathbb{R}^+ \times IWMC_g$ satisfying the operational rules of Table 4.3 by summing the rates of the multiple occurrences of the same transition. In Tables 4.2 and 4.3 we use $P \xrightarrow{\alpha} P'$ to stand for $\exists P' : P \xrightarrow{\alpha} P'$, $P \xrightarrow{w} P'$ to stand for $\exists Q : P \xrightarrow{\tau} Q$ and $P \xrightarrow{w} P'$ to stand for $\exists w, Q : P \xrightarrow{w} Q$.

The rules of Table 4.2 define probabilistic transitions, by taking into account the priority of “$\tau$” actions over weights. Note that we consider a “global” kind of weights which are applied also across the parallel operator. Moreover we can just interleave parallel weight transitions because they are executed in zero time. The rules of Table 4.3 define exponentially timed transitions by taking into account the priority of “$\tau$”

<table>
<thead>
<tr>
<th>$\alpha P \xrightarrow{\alpha} P$</th>
<th>$Q \xrightarrow{\alpha} Q'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P \xrightarrow{\alpha} P'$</td>
<td>$P + Q \xrightarrow{\alpha} P'$</td>
</tr>
<tr>
<td>$P + Q \xrightarrow{\alpha} P'$</td>
<td>$Q \xrightarrow{\alpha} Q'$</td>
</tr>
<tr>
<td>$P \xrightarrow{\alpha} P'$</td>
<td>$Q \xrightarrow{\alpha} Q'$</td>
</tr>
<tr>
<td>$P \parallel s Q \xrightarrow{\alpha} P \parallel s Q$</td>
<td>$P \parallel s Q \xrightarrow{\alpha} P \parallel s Q'$</td>
</tr>
<tr>
<td>$P \parallel s Q \xrightarrow{\alpha} P \parallel s Q'$</td>
<td>$P \parallel s Q \xrightarrow{\alpha} P \parallel s Q'$</td>
</tr>
<tr>
<td>$P / L \xrightarrow{\tau} P' / L$</td>
<td>$P / L \xrightarrow{\alpha} P' / L$</td>
</tr>
<tr>
<td>$P \xrightarrow{\alpha} P'$</td>
<td>$P \parallel s Q \xrightarrow{\alpha} P \parallel s Q'$</td>
</tr>
<tr>
<td>$P \parallel s Q \xrightarrow{\alpha} P \parallel s Q'$</td>
<td>$P \parallel s Q \xrightarrow{\alpha} P \parallel s Q'$</td>
</tr>
<tr>
<td>$P[\varphi] \xrightarrow{\gamma(\alpha)} P'[\varphi]$</td>
<td>$P[\text{rec} X, P/X] \xrightarrow{\alpha} P'$</td>
</tr>
<tr>
<td>$P[\text{rec} X, P/X] \xrightarrow{\alpha} P'$</td>
<td>$P[\text{rec} X, P/X] \xrightarrow{\alpha} P'$</td>
</tr>
</tbody>
</table>

Table 4.1: Standard Rules
Table 4.2: Rules for Probabilistic Moves

Table 4.3: Rules for Exponentially Timed Moves
actions and weights over rates. Such rules are similar to those considered in [99] apart from the way in which priority of “τ” actions is expressed: while in [99] such a priority is captured in the definition of equivalence among systems, we cut transitions that cannot be performed directly in semantic models.

Note that even if the operational rules in Tables 4.2 and 4.3 include negative premises, this does not cause inconsistencies because when applying such rules for deriving the moves of a term \( P \), the negative premises always refer to the moves of a subterm of \( P \) (and not of \( P \) itself), hence the operational semantics is stratifiable [89].

We are now in a position to define the IWMC obtained as the semantic model of a process of the calculus.

**Definition 4.4** The semantic model \( M[P] \) of \( P \in \text{IWMC}_g \) is the IWMC defined by:

\[
M[P] = (S_P, Act, T_{w,P}, T_{e,P}, T_{a,P}, P)
\]

where:

- \( S_P \) is the least subset of \( \text{IWMC}_g \) such that:
  - \( P \in S_P \)
  - if \( P' \in S_P \) and \( P' \xrightarrow{\gamma} P'' \), then \( P'' \in S_P \)
- \( T_{w,P}, T_{e,P} \) and \( T_{a,P} \) are the restriction of \( T_w, T_e \) and \( T_a \) to \( S_P \times Act \times S_P, S_P \times \mathbb{R}^+ \times S_P \) and \( S_P \times \mathbb{R}^+ \times S_P \).

### 4.4 Observational Congruence for IWMCs

Now we will introduce a notion of strong and weak bisimulation over IWMCs and a notion of observational congruence over terms of our calculus. In particular observational congruence deals with exponentially timed choices according to Markovian bisimulation [107] deals with probabilistic choices according to probabilistic bisimulation [117], and abstracts from standard τ actions as in [122]. Then we will show that the observational congruence is indeed a congruence with respect to all the operator of our calculus.

In our context we express cumulative probabilities and cumulative exponential times by aggregating weights and rates, respectively.

**Definition 4.5** Let \( \mathcal{M} = (\Sigma, Act, T_w, T_e, T_a) \) be a IWMTS. The function \( TW : \Sigma \times \text{PDF}^+ \times \mathcal{P}(\Sigma) \rightarrow \mathbb{R}^+ \cup \{0\} \), which computes the aggregated weight that a state \( s \in \Sigma \) reaches a set of states \( I \in \mathcal{P}(\Sigma) \) is defined as:

\[
TW(s, I) = \sum \{ |w| \mid \exists s' \in I. (s, w, s') \in T_w \}
\]

\(^4\)We use \( \{ \} \) and \( | \) to denote multiset parentheses. The summation of an empty multiset is assumed to yield 0.
Similarly the function $\text{TR} : \Sigma \times \text{PDF}^+ \times \mathcal{P}(\Sigma) \rightarrow \mathbb{R}^+ \cup \{0\}$, which computes the aggregated rate that a state $s \in \Sigma$ reaches a set of states $I \in \mathcal{P}(\Sigma)$ is defined as:

$$\text{TR}(s, I) = \sum \{ \lambda | \exists s' \in I. (s, \lambda, s') \in T_e \}$$

We are now in a position to define the notion of strong bisimilarity for IWMCs.

**Definition 4.6** Let $\mathcal{M} = (\Sigma, \text{Act}, T_w, T_e, T_a)$ be a IWMTS. An equivalence relation $\beta$ on $\Sigma$ is a strong bisimulation iff $s_1 \beta s_2$ implies

- for every $\alpha \in \text{Act}$ and $s'_1 \in \Sigma$,
  $$s_1 \overset{\alpha}{\rightarrow} s'_1 \text{ implies } s_2 \overset{\alpha}{\rightarrow} s'_2 \text{ for some } s'_2 \text{ with } s'_1 \beta s'_2,$$
- for every equivalence class $I$ of $\beta$,
  $$\text{TW}(s_1, I) = \text{TW}(s_2, I) \text{ and } \text{TR}(s_1, I) = \text{TR}(s_2, I) \quad ^5$$

Two states $s_1$ and $s_2$ are strongly bisimilar, denoted by $s_1 \approx s_2$, iff $(s_1, s_2)$ is included in some strong bisimulation. Two IWMCs $(\mathcal{M}_1, s_{0,1})$ and $(\mathcal{M}_2, s_{0,2})$ are strongly bisimilar, if their initial states $s_{0,1}$ and $s_{0,2}$ are strongly bisimilar in the IWMTS obtained with the disjoint union of $\mathcal{M}_1$ and $\mathcal{M}_2$.

The definition of weak bisimilarity is an adaptation of that presented in [105, 99] to our context.

Let $\overset{\alpha}{\Rightarrow}$ denote $(\overset{\tau}{\rightarrow})^\ast \overset{\alpha}{\rightarrow} (\overset{\tau}{\rightarrow})^\ast$, i.e. a sequence of transitions including a single $\alpha$ transition and any number of $\tau$ transitions. Moreover we define $\overset{\alpha}{\Rightarrow} = \overset{\alpha}{\Rightarrow}$ if $\alpha \neq \tau$ and $\overset{\tau}{\Rightarrow} = (\overset{\tau}{\rightarrow})^\ast$, i.e. a possibly empty sequence of $\tau$ transitions. Moreover we let $I^\tau$ denote the set of processes that may silently evolve into an element of $I$, i.e. $I^\tau = \{ s_1 | \exists s_2 \in I : s_1 \overset{\tau}{\Rightarrow} s_2 \}$.

**Definition 4.7** Let $\mathcal{M} = (\alpha, \text{Act}, T_w, T_e, T_a)$ be a IWMTS. An equivalence relation $\beta$ on $\alpha$ is a weak bisimulation iff $s_1 \beta s_2$ implies

- for every $\alpha \in \text{Act}$ and $s'_1 \in \Sigma$,
  $$s_1 \overset{\alpha}{\Rightarrow} s'_1 \text{ implies } s_2 \overset{\alpha}{\Rightarrow} s'_2 \text{ for some } s'_2 \text{ with } s'_1 \beta s'_2,$$
- for every $s'_1 \in \Sigma$,
  $$s_1 \overset{\tau}{\Rightarrow} s'_1 \text{ implies } s_2 \overset{\tau}{\Rightarrow} s'_2 \text{ for some } s'_2 \text{ such that, for every equivalence class } I \text{ of } \beta,$$
  $$\text{TW}(s'_1, I^\tau) = \text{TW}(s'_2, I^\tau) \text{ and } \text{TR}(s'_1, I^\tau) = \text{TR}(s'_2, I^\tau)$$

Two states $s_1$ and $s_2$ are weakly bisimilar, denoted by $s_1 \approx s_2$, iff $(s_1, s_2)$ is included in some weak bisimulation. Two IWMCs $(\mathcal{M}_1, s_{0,1})$ and $(\mathcal{M}_2, s_{0,2})$ are weakly bisimilar, if their initial states $s_{0,1}$ and $s_{0,2}$ are weakly bisimilar in the IWMTS obtained with the disjoint union of $\mathcal{M}_1$ and $\mathcal{M}_2$.

---

5According to the definition of IWMTS for each state $s$ of an IWMTS at least one of $\text{TW}(s, I)$ and $\text{TR}(s, I)$ must be zero.
Differently from [105, 99] we do not express conditions about the stability of bisimilar states because we are interested in obtaining a congruence result only for strongly guarded processes of our calculus. Such processes cannot produce an IWMC which is forced in a $\tau$ loop, hence we do not have to recognize this situation.

Similarly as in [105, 99] it is possible to reformulate weak bisimilarity in the following way, which is simpler but less intuitive.

**Theorem 4.1** Let $M = (\alpha, Act, Tw, Te, Ta)$ be a IWMTS. An equivalence relation $\beta$ on $\alpha$ is a weak bisimulation iff $s_1 \beta s_2$ implies

- for every $\alpha \in Act$ and $s'_1 \in \Sigma$, $s_1 \xrightarrow{\alpha} s'_1$ implies $s_2 \xrightarrow{\alpha} s'_2$ for some $s'_2$ with $s'_1 \beta s'_2$,

- $s_2 \xrightarrow{\tau} s'_2$ for some $s'_2$ such that, for every equivalence class $I$ of $\beta$, $TW(s_1, I) = TW(s'_2, I)$ and $TR(s_1, I) = TR(s'_2, I)$

The proof that this reformulation is correct derives from that given in [99], simply by treating weights as rates of exponential distributions.

Now we introduce the notion of observational congruence over IWMC$_g$ processes, and we will show it to be a congruence with respect to all the operators of our calculus. Such a notion is defined, starting from the notion of weak bisimulation over IWMCs, according to the classical notion of observational congruence [122] and probabilistic bisimulation [117].

**Definition 4.8** Two closed terms $P, Q$ of IWMC$_g$ are observational congruent, written $P \simeq Q$, iff:

- for every $\alpha \in Act$ and $P' \in$ IWMC$_g$, $P \xrightarrow{\alpha} P'$ implies $Q \xrightarrow{\alpha} Q'$ for some $Q'$ with $P' \approx Q'$,

- for every $\alpha \in Act$ and $Q' \in$ IWMC$_g$, $Q \xrightarrow{\alpha} Q'$ implies $P \xrightarrow{\alpha} P'$ for some $P'$ with $P' \approx Q'$,

- for every equivalence class $I$ of $\beta$, $TW(P, I) = TW(Q, I)$ and $TR(P, I) = TR(Q, I)$

We consider $\simeq$ as being defined also on the open terms of IWMC$_g$ by extending observational congruence with the standard approach of [122].

**Theorem 4.2** $\simeq$ is a congruence over terms of IWMC$_g$ w.r.t. all the operators of IWMC, including recursion.

**Proof** The proof of this theorem follows the lines of the similar proof in [122] that is adapted to our setting.
### 4.4.1 Axiomatization

In this section we present an axiom system which is complete for \( \simeq \) on finite state IWMC terms.

The axiom system \( A_{IWMC} \) for \( \simeq \) on IWMC terms is formed by the axioms presented in Fig. 4.1. In this figure “\( \llbracket \)” and “\( \rrbracket \)” denote, respectively, the left merge and synchronization merge operators (see e.g. [1]). We recall from Sect. 4.3.2 that \( \theta \) ranges over weights in \( \mathbb{R}^+ \) and rates in \( \mathbb{R}^+ \), while \( \gamma, \gamma', \ldots \) range over actions in \( Act \), weights and rates.

![Axiomatization](image)

*Figure 4.1: Axiomatization for IWMC*

The axioms \((Pri1)\) and \((Pri2)\) express the two kinds of priorities of IWMC, respectively, priority of \( \tau \) actions over weights and rates and priority of weights over rates. The axiom \((Par)\) is the standard one which

\[
\begin{align*}
(A1) & \quad P + Q = Q + P \\
(A2) & \quad (P + Q) + R = P + (Q + R) \\
(A3) & \quad \alpha.P + \alpha.P = \alpha.P \\
(A4) & \quad P + \emptyset = P \\
(Tau1) & \quad \gamma.\tau.P = \gamma.P \\
(Tau2) & \quad P + \tau.P = \tau.P \\
(Tau3) & \quad \alpha.(P + \tau.Q) + \alpha.Q = \alpha.(P + \tau.Q) \\
(Prob) & \quad w.P + w'.P = (w + w').P \\
(ExpT) & \quad \lambda.P + \lambda'.P = (\lambda + \lambda').P \\
(Pri1) & \quad \tau.P + \theta.Q = \tau.P \\
(Pri2) & \quad w.P + \lambda.Q = w.P \\
(Hi1) & \quad \emptyset/L = \emptyset \\
(Hi2) & \quad (\gamma.P)/L = \gamma.(P/L) \quad \gamma \notin L \\
(Hi3) & \quad (a.P)/L = \tau.(P/L) \quad a \in L \\
(Hi4) & \quad (P + Q)/L = P/L + Q/L \\
(Par) & \quad P\parallel s.Q = P\parallel s.Q + Q\parallel s.P + P\parallel s.Q \\
(LM1) & \quad \emptyset\parallel s.P = \emptyset \\
(LM2) & \quad (a.P)\parallel s.Q = \emptyset \quad a \in S \\
(LM3) & \quad (\gamma.P)\parallel s.Q = \gamma.(P\parallel s.Q) \quad \gamma \notin S \\
(LM4) & \quad (P + Q)\parallel s.R = P\parallel s.R + Q\parallel s.R \\
(SM1) & \quad P\mid s.Q = Q\mid s.P \\
(SM2) & \quad \emptyset\mid s.P = \emptyset \\
(SM3) & \quad (\gamma.P)\mid s.(\gamma'.Q) = \emptyset \quad (\gamma \notin S \lor \gamma \neq \gamma') \land \tau \notin \{\gamma, \gamma'\} \\
(SM4) & \quad (\tau.P)\mid s.Q = P\mid s.Q \\
(SM5) & \quad (a.P)\mid s.(a.Q) = a.(P\mid s.Q) \quad a \in S \\
(SM6) & \quad (P + Q)\mid s.R = P\mid s.R + Q\mid s.R \\
(Rec1) & \quad rec.X.P = rec.Y.(P(Y/X)) \quad \text{provided that } Y \text{ is not free in } rec.X.P \\
(Rec2) & \quad rec.X.P = P\{rec.X.P/X\} \\
(Rec3) & \quad Q = P(Q/X) \quad \Rightarrow \quad Q = rec.X.P \quad \text{provided that } X \text{ is strongly guarded in } P
\end{align*}
\]
expresses parallel composition in terms of left and synchronization merge. The axioms \((Rec1 - 3)\) handle strongly guarded recursion in the standard way \([124]\).

If we consider the obvious operational rules for \(\|\) and \(\mid\) that derive from those we presented for the parallel operator \(^6\) then the axioms of \(A_{IWMC}\) are sound.

A sequential state is defined to be one which includes \(0\), \(X\) and operators 
\(\cdot\), \(+\), \(\text{rec}X\) only; leading to the following theorem.

**Theorem 4.3** If an IWMC\(_g\) process \(P\) is finite state, then \(\exists P' : A_{IWMC} \vdash P \equiv P'\) with \(P'\) sequential state.

**Proof** Let \(s_1 \ldots s_n\) be the states of the operational semantics of \(P\), \(s_n \equiv P\). It can be easily seen that for each \(i \in \{1 \ldots n\}\), there exist \(J_i\) and \(k_{i,j}\) with \(j \in J_i\) such that \(A_{IWMC} \vdash s_i = \sum_{j \in J_i} \theta_{i,j} \cdot s_{k_{i,j}}\) where \(\sum_\emptyset \equiv 0\). Then for each \(i\), from 1 to \(n\), we do the following. If \(i\) is such that \(\exists j \in J_i : k_{i,j} = i\) we have, by applying \((Rec3)\), that \(s_i = \text{rec}X.(\sum_{j \in J_i : k_{i,j} \neq i} \theta_{i,j} \cdot s_{k_{i,j}} + \sum_{j \in J_i : k_{i,j} = i} \theta_{i,j} \cdot X)\). Then we replace each subterm \(s_i\) occurring in the equations for \(s_{i+1} \ldots s_n\) with its equivalent term. When, in the equation for \(s_n \equiv P\), we have replaced \(s_{n-1}\), we are done.

For sequential states the axioms of \(A_{IWMC}\) involved are just the standard axioms of \([124]\), and the axioms for priority and probabilistic and exponentially timed choice. From Theorem 4.3 and by resorting to arguments similar to those presented in \([124]\) and \([99]\) we derive the completeness of \(A_{IWMC}\).

**Theorem 4.4** \(A_{IWMC}\) is complete for \(\equiv\) over finite state IWMC\(_g\) processes.

**Proof** The proof of this theorem follows the lines of the proof of \([124]\). In particular weights are treated as rates of exponential distributions in the proof of \([99]\).

\[\]

### 4.5 Conclusion

Several algebraic languages which express exponentially distributed durations like the calculus of IWMCs have been previously developed. A complete overview of such languages will be given in the conclusion of Chapter 11. Here we would like just to compare the calculus of IWMCs with the algebra PM-TIPP introduced in \([141]\), which basically constitutes an alternative way of extending the calculus of IMCs \([99]\) with probabilistic choices. The main difference between our calculus and PM-TIPP is that, while in PM-TIPP “sequences” of subsequent probabilistic choices are aggregated by the operational semantics into single probabilistic transitions, in the calculus of IWMCs such aggregation is not performed. The main drawback is that, since in our approach the aggregation of probabilistic transitions is performed not even when establishing equivalence, we may consider two systems to be different just because they carry out the same probabilistic choice in a different number of steps. On the other hand, by adopting a simpler

\(^{6}\)The definition of the operational rule for \(\mid\) must allow for actions \(\tau\) to be skipped \([1]\), as reflected by axiom \((SM4)\).
approach with respect to that of [141], we have obtained a simpler theory that has led to the development of an axiomatization which is complete over finite-state processes. Moreover, the model state-space reduction that would have been obtained by aggregating probabilistic transitions can nevertheless be carried out when deriving the underlying CTMC as described in Sect. 4.1.
Chapter 5

Interactive Timed Automata

In this chapter we introduce Interactive Timed Automata (ITA), a variant of classical Timed Automata [11, 132], where action executions, clock reset events and events enabled on the basis of clock constraints are expressed by means of separate transitions. The advantage of ITA with respect to existing timed automata is that action transitions can be dealt with separately from time-related transitions, hence making it easy to define, e.g., a notion of weak bisimulation. Moreover in ITA, similarly as for IWMCs (see Chapter 4), the interrelation of the different kind of transitions gives the new possibility of expressing a form of priority in timed automata when composing them to obtain a concurrent system. We start by formalizing ITA and Interactive Prioritized Timed Transition Systems (IPTTSs) which are both closed under CSP parallel composition and hiding. Then, we introduce a semantics for ITA which maps ITA onto IPTTSs by explicitly representing time passage through time transitions. Finally, we show that two weakly bisimilar ITA give rise to two weakly bisimilar semantic models and that our semantic mapping is compositional with respect to both CSP parallel composition and hiding.

5.1 Introduction

Timed automata (see e.g. [11, 133, 132, 131] and the references therein) are formal description paradigms for the specification and analysis of real-time concurrent systems, i.e. systems which are critical from the viewpoint of time bounds. There are several different variants of timed automata which differ for expressiveness and technical details. Basically they are extensions of standard labeled transition systems which allow for the representation of time by means of clocks. The time value assumed by a clock in a timed automata increases as time passes. The transitions of a timed automata may cause the setting of a clock with a certain time value. Moreover we can associate time constraints to transitions, expressed as bounds on clocks, which must be satisfied in order to execute the transition. The definition of a particular class of timed automata usually involves the definition of their semantics, which maps a timed automaton into a transition system where time is no longer represented symbolically by means of clocks, but is represented
explicitly via time transitions. Often a notion of parallel composition between timed automata is defined, so that a concurrent system can be represented as the parallel of several timed automata representing system components. Once the system is specified with a “net” of timed automata, the real-time properties that it must satisfy can be validated automatically through techniques such as e.g. model checking [11]. Finally the development of an adequate notion of equivalence between timed automata which is a congruence with respect to parallel composition is important to minimize the system state space, hence the system analysis.

In this chapter we develop a variant of classical timed automata, called Interactive Timed Automata (ITA), which aims at simplifying and improving equivalence reasoning for timed automata in the presence of composition operators. The idea is to express action executions, clock reset events and events enabled on the basis of clock constraints by means of separate transitions, instead of having one single kind of transition expressing all these features in a combined fashion (as usual in timed automata). In particular in an ITA we have three kind of transitions: standard action transitions labeled with a visible action or an invisible action $\tau$, clock reset transitions labeled with a clock, and clock bound transitions labeled with an expression made up from constraints on clock values. Clock reset transitions are executed in zero time and cause the clock in their label to be set to 0, while clock bound transitions can be executed only if the expression in their label is satisfied. Similarly as for weighted transitions of IWMCs, we assume clock reset transitions to be urgent and to have priority over clock bound transitions which may let time pass. Moreover, as for IWMCs, we assume internal $\tau$ transitions to have priority over time related transitions due to the maximal progress assumption [133].

Employing three separate kind of transitions, instead of a single one, allows us to express bisimulation between timed automata as a simple extension to standard bisimulation over transition systems labeled with actions, similarly as for IWMCs (see Chapter 4). In particular, with respect to the existing equivalence notions for timed automata, it is easy to define a notion of weak bisimulation which abstracts from $\tau$ transitions, hence improving the capability of minimizing the state space of specified systems. With respect to existing timed automata, abstracting from $\tau$ transitions in ITA is particularly significant in that, similarly to IWMCs, we see visible action transitions as incomplete actions which wait for a synchronization with other system components. Therefore complete interactions in ITA specifications are not visible, so they can be abstracted away. In particular, as for IWMCs, we compose ITA in parallel by employing a CSP synchronization policy, which allows for multi-way synchronizations, and we also consider an hiding operator which turns visible actions into complete $\tau$ actions.

We also show that ITA can be straightforwardly mapped into existing timed automata (we will consider those defined in [132, 154]), hence previous decidability results and software tools can be exploited for analysing real-time properties in ITA specifications.

We then produce a semantics for ITA which maps an ITA onto a transition system where: (i) the passage of time is explicitly represented by transitions labeled with numeric time delays and (ii) clock reset transitions and clock bound transitions are turned into prioritized transitions reflecting the precedence of
clock reset transitions over clock bound transitions. Differently from existing approaches, we express semantic models of ITA by means of “interactive” timed transition systems which can be themselves composed and for which we define a notion of weak bisimulation. This allows us to develop a semantic mapping which is compositional with respect to parallel composition and hiding.

We start (in Sect. 5.2) by formalising the model of ITA and by showing that they can be easily mapped into the time automata model of [132, 154]. Besides we show that the class of ITA is closed with respect to CSP parallel composition and hiding and we introduce a notion of weak bisimulation over ITA. Then (in Sect. 5.3) we introduce the model of Interactive Prioritized Timed Transition Systems (IPTTSs) which includes: standard action transitions, representing the interactive behavior of a system component, numeric time transitions representing a fixed temporal delay and prioritized transitions representing events to be executed at different priority levels. Moreover we show that the class of IPTTSs is closed with respect to CSP parallel composition and hiding and we introduce a notion of weak bisimulation over IPTTSs. Finally, (in Sect. 5.4) we present the semantics for ITA which maps ITA onto IPTTSs and we show that weakly bisimilar ITA give rise to weakly bisimilar semantic models and that the semantic mapping is compositional with respect to both CSP parallel composition and hiding.

5.2 Definition of Interactive Timed Automata

In this section we present the model of Interactive Timed Automata (ITA), we show that ITA can be mapped into the timed automata model of [132, 154] and that ITA are closed with respect to CSP parallel composition and hiding.

5.2.1 The ITA Model

Time delays are modeled in ITA by means of clocks $C$ which are set to zero by means of reset transitions and count upwards while time passes. In particular, we consider continuous time, hence we take value of clocks to be represented by non-negative real numbers. In the following we will distinguish different clocks used in an ITA through “names”, where $C_n$ denotes the clock with name $n$. An ITA represents the behavior of a system component by employing both clock reset transitions and clock bound transitions, representing the timed behavior of the component and standard action transitions, representing the interactive behavior of the component. Clock reset transitions are labeled with a clock name $C_n$ and represent the event of reset of the clock (which is set to zero). After such event $C_n$ counts upwards while time passes and states are traversed by the automaton. When several clock reset transitions are enabled in an ITA state, the choice among them is just non-deterministic. Clock bound transitions are labeled with a clock constraint $\phi$ (an expression built from bounds on the clock values) and they can be executed only when the status of clocks satisfies such a constraint. A system is allowed to stay in a state enabling several clock bound transitions as long as all clock constraints labeling the transitions can be satisfied. Action transitions are just standard
CCS/CSP transitions labeled with actions $a$: when several action transitions are enabled in an ITA state, the choice among them is just performed non-deterministically and when ITA are composed in parallel they synchronize following the CSP [109] approach, where the actions belonging to a given set $S$ are required to synchronize. In particular, similarly as for IWMCs (see Chapter 4), alternative transitions labeled with invisible $\tau$ actions represent internal non-deterministic choices which are performed in zero time and can never be “resolved” through synchronization with other system components. On the contrary, visible actions $a$ in an ITA are seen as incomplete actions which wait for a synchronization with other system components (they represent potential interaction with the environment). Therefore the choice of such actions in any ITA state is governed by an external form of non-determinism, as their execution completely depends on the environment. Note that since we adopt a CSP synchronization policy for ITA which produces visible actions from the synchronization of visible actions (thus allowing for multiway synchronization) the only way to turn an incomplete action in a complete one is by means of a hiding operator, which turns visible actions into $\tau$ actions. Similarly as for IWMCs, an ITA represents a complete system only when it does not include any transition labeled by a visible action. Note that ITA representing complete systems may still include non-determinism due to multiple internal $\tau$ transitions enabled in the same state (internal non-determinism).

More precisely, in an ITA we have four different kinds of state:

- **silent states**, enabling invisible action transitions $\tau$ and (possibly) visible action transitions $a$ only. In such states the ITA just performs a non-deterministic choice among the $\tau$ transitions in zero time and may potentially interact with the environment through one of the visible actions.

- **reset states**, enabling reset transitions $C_n$ and (possibly) visible action transitions $a$ only. In such states the ITA just performs a choice among the clock reset transitions in zero time and may potentially interact with the environment through one of the visible actions.

- **timed states**, enabling clock bound transitions $\phi$ and (possibly) visible action transitions $a$ only. In such states all the clocks of the ITA count upwards as time passes. The system is allowed to sojourn in the state as long as all clock constraints labeling its outgoing transitions can be satisfied. Moreover, it can non-deterministically leave the state at any time through a bound transition $\phi$ whose constraint $\phi$ is (at that time) satisfied. Moreover, while the ITA sojourns in the state, it may (at any time) potentially interact with the environment through one of the outgoing visible action transitions.

- **waiting states**, enabling standard visible actions only or no transition at all. In such states the ITA sojourns indefinitely. It may, at any time, potentially interact with the environment through one of the outgoing visible action transitions.

In the following we present the formal definition of Interactive Timed Automaton Transition System (ITATS), then we will define Interactive Timed Automata as ITATSs possessing an initial state. Formally, we use $T, T', \ldots$, representing sets of time values, to range over subsets of $\mathbb{R}^+ \cup \{0\}$. Moreover, we denote
the set of standard action types used in an ITATS by $\text{Act}$, ranged over by $\alpha, \alpha', \ldots$. As usual $\text{Act}$ includes the special type $\tau$ denoting internal actions. The set $\text{Act} - \{\tau\}$ is ranged over by $a, b, \ldots$. The set of clocks of an ITATS is denoted by $C = \{C_n \mid n \in \text{CNames}\}$, where $\text{CNames}$ is a set of clock names. Given a set $C$, we denote with $C^\phi$, ranged over by $\phi, \phi', \ldots$, the set of constraints over clocks of $C$ (the labels of clock bound transitions), which is defined as the set of terms generated by the following syntax:

$$\phi := C_n \in T | \phi \land \phi$$

Moreover, let $C \cup C^\phi$ be ranged over by $\theta, \theta', \ldots$. The set of states of an ITATS is denoted by $\Sigma$, ranged over by $s, s', \ldots$. We assume the following abbreviations that will make the definition of ITATSs easier. Let us suppose that $T \subseteq (\Sigma \times \text{Labels} \times \Sigma)$ is a transition relation, where $\text{Labels}$ is a set of transition labels, ranged over by $l$. We use $s \xrightarrow[l]{l} s'$ to stand for $(s, l, s') \in T$, $s \xrightarrow[l]{l}$ to stand for $\exists s' : s \xrightarrow[l]{l} s'$, and $s \xrightarrow[l]{l}$ to stand for $\nexists s' : s \xrightarrow[l]{l} s'$.

**Definition 5.1** An Interactive Timed Automata Transition System (ITATS) is a tuple $T = (\Sigma, C, \text{Act}, T_r, T_b, T_a)$ with

- $\Sigma$ a set of states,
- $C$ a set of clocks,
- $\text{Act}$ a set of standard actions,
- $T_r \subseteq (\Sigma \times C \times \Sigma)$, $T_b \subseteq (\Sigma \times C^\phi \times \Sigma)$, and $T_a \subseteq (\Sigma \times \text{Act} \times \Sigma)$ three transition relations representing clock reset and clock bound events and action execution, respectively, such that:  

1. $\forall s \in \Sigma$. 
   $$s \xrightarrow[\tau]{\tau} \implies \nexists \theta, s \xrightarrow[\theta]{\theta}$$

2. $\forall s \in \Sigma$. 
   $$\exists C_n, s \xrightarrow[C_n]{C_n} \implies \exists \phi, s \xrightarrow[\phi]{\phi}$$

**Definition 5.2** An Interactive Timed Automata (ITA) is a tuple $T = (\Sigma, C, \text{Act}, T_r, T_b, T_a, s_0)$, where $s_0 \in \Sigma$ is the initial state of the ITA and $(\Sigma, C, \text{Act}, T_r, T_b, T_a)$ is an ITATS.

The constraints over transition relations $T_r$, $T_b$ and $T_a$ guarantee that each state of the ITA belongs to one of the four kind of states above. In particular, the first requirement says that if a state can perform internal $\tau$ actions then it cannot perform clock reset transitions or clock bound transitions. Such a property derives from the assumption of maximal progress: the possibility of performing internal actions prevents the execution of time-related activity. The second requirement says that if a state can perform clock reset
transitions then it cannot perform clock bound transitions. Such a property derives from the assumption of urgency of clock resets: clock reset transitions cannot be delayed but must be performed immediately, hence they prevent the execution of clock bound transitions.

5.2.2 Mapping ITA onto Ordinary Timed Automata

An ITA can be easily turned into an ordinary timed automata that can be analyzed with existing software tools, provided that it only makes use of clock constraints where sets of acceptable time values $T$ are finite collections of intervals. In particular we show how ITA satisfying the above condition can be transformed into the timed automata of [132, 154] which can then be analyzed with the software tool Kronos [154]. Note that in this way we inherit the decidability results for model checking of formulae of the timed temporal logic TCTL [11] over the timed automata of [132, 154].

In [154] timed automata are defined to be transition systems where: (i) each transition is labeled with a set of actions, an enabling condition (built from constraints over clock values of the form $C_n \leq t$, $C_n < t$, $C_n \geq t$ or $C_n > t$ and conjunctions) and a clock assignment function; and (ii) each state is labeled with a condition representing a state invariant. The transformation is easily carried out as follows. We turn:

- each clock reset transition of the ITA into a transition which is labeled with an empty set of actions, is always enabled and sets the clock in the label of the ITA transition to the value 0;
- each clock bound transition of the ITA into a transition which is labeled with an empty set of actions, whose enabling condition is the condition labeling the ITA transition (it is possible to do this because we assumed that sets of acceptable time values $T$ in the ITA clock constraints are finite collections of intervals), and performs no clock assignment;
- each action transition of the ITA into a transition which is labeled with the singleton containing the action labeling the ITA transition, is always enabled and performs no clock assignment.

As far as state invariants are concerned, we associate:

- with silent states an invariant which is always false,
- with reset states an invariant which is always false,
- with timed states an invariant which is the conjunction of all the conditions labeling the clock bound transitions leaving the timed state (i.e. we can sojourn in the state only as long as all clock bound transitions are “enabled”),
- with waiting states an invariant which is always true.
5.2.3 Parallel of ITA

Now, we address the problem of defining parallel composition à la CSP [109] of ITA, where the standard actions of a given set \( S \) are required to synchronize and the synchronization of two actions of type \( a \) is again an action of type \( a \). Given a clock renaming function \( \text{ren} : C \rightarrow C \), we assume \( \text{ren}(\phi) \) to be the constraint \( \phi' \) obtained from \( \phi \) by renaming clocks in \( \phi \) according to function \( \text{ren} \). In particular we define the renaming function \( l : C \rightarrow C \) by \( \{(C_n, C_{n,l}) \mid C_n \in C\} \) and, similarly, function \( r : C \rightarrow C \) by \( \{(C_n, C_{n,r}) \mid C_n \in C\} \).

**Definition 5.3** The parallel composition \( T_1 \parallel_S T_2 \) of two ITA \( T_1 = (\Sigma_1, C_1, \text{Act}, T_{r,1}, T_{b,1}, T_{a,1}, s_{0,1}) \) and \( T_2 = (\Sigma_2, C_2, \text{Act}, T_{r,2}, T_{b,2}, T_{a,2}, s_{0,2}) \), with \( S \subseteq \text{Act} - \{\tau\} \) being the synchronization set, is the tuple \( (\Sigma, C, \text{Act}, T_r, T_b, T_a, (s_{0,1}, s_{0,2})) \) with

- \( \Sigma = \Sigma_1 \times \Sigma_2 \) the set of states,
- \( C = \{C_{n,l} \mid C_n \in C_1\} \cup \{C_{n,r} \mid C_n \in C_2\} \)
- \( T_r \subseteq (\Sigma \times C \times \Sigma), T_b \subseteq (\Sigma \times C^\emptyset \times \Sigma), \) and \( T_a \subseteq (\Sigma \times \text{Act} \times \Sigma) \) are the least transition relations, such that \( \forall (s_1, s_2) \in \Sigma \).

\[
\begin{align*}
1 & \quad s_1 \overset{\alpha}{\rightarrow} s'_1, \alpha \notin S \implies (s_1, s_2) \overset{\alpha}{\rightarrow} (s'_1, s_2) \\
2 & \quad s_1 \overset{a}{\rightarrow} s'_1 \land s_2 \overset{a}{\rightarrow} s'_2, a \in S \implies (s_1, s_2) \overset{a}{\rightarrow} (s'_1, s'_2) \\
3 & \quad s_1 \overset{C_{n,l}}{\rightarrow} s'_1 \land s_2 \overset{\rho}{\rightarrow} \implies (s_1, s_2) \overset{C_{n,l}}{\rightarrow} (s'_1, s_2) \\
4 & \quad s_1 \overset{\phi}{\rightarrow} s'_1 \land s_2 \overset{\rho}{\rightarrow} \land \beta C_n, s_2 \overset{C_n}{\rightarrow} \implies (s_1, s_2) \overset{\text{ren}(\phi)}{\rightarrow} (s'_1, s_2)
\end{align*}
\]

and also the symmetric rules \( 1_r, 3_r, 4_r \) referring to the local transitions of \( T_2 \), which are obtained from the rules \( 1, 3, 4 \) by exchanging the roles of states \( s_1 \) \( (s'_1) \) and \( s_2 \) \( (s'_2) \), by turning \( l \) into \( r \) in the subscripts of clocks, and by turning the renaming function \( l \) into \( r \), hold true.

- \((s_{0,1}, s_{0,2}) \in \Sigma \) the initial state

Each state \( s \in \Sigma \) of the composed model is represented by a pair of states \( (s_1 \in \Sigma_1 \) and \( s_2 \in \Sigma_2) \). Moreover we rename clocks of both ITA \( T_1 \) and \( T_2 \) so to avoid a name conflict whenever two clocks with the same name \( C_n \) are simultaneously in execution in both ITA. Rules \( 1 \) (\( 2 \)) describe the behavior of the composed model in the case of a standard action \( \alpha \) performed by one (or both, via a synchronization) ITA, when \( \alpha \notin S \) \( (\alpha \in S) \). Rules \( 3 \) and \( 4 \) define the behavior of the composed model in the case of clock reset and clock bound transitions, respectively, locally performed by components. Note that the negative clauses in the premises enforce the maximal progress and the urgency of clock resets assumptions.

**Theorem 5.1** Let \( T_1 \) and \( T_2 \) be two ITA. Then for each \( S \subseteq \text{Act} - \{\tau\} \), \( T_1 \parallel_S T_2 \) is an ITA.

**Proof** Just a trivial consequence of the fact that the maximal progress and urgency of clock resets assumptions are enforced when composing ITA.
5.2.4 Hiding of ITA

Now, we address the problem of defining hiding of ITA, where the standard actions of a given set $L$ are turned into invisible $\tau$ actions.

As we already explained, the capability of hiding actions make it possible to turn visible “incomplete” actions into invisible “complete” ones, thus giving the possibility of building a complete system from several system components. In particular while a visible action transition (as long as it is enabled) can delay indefinitely before being performed, when such an action is turned into an invisible action it must be executed in zero time.

Now we formally define the hiding $T/L$ of a ITA $T$, where the set $L$ of the visible actions to be hidden is a subset of $\text{Act} - \{\tau\}$.

**Definition 5.4** The hiding $T/L$ of a ITA $T = (\Sigma, C, \text{Act}, T_r, T_b, T_a, s_0)$ with $L \subseteq \text{Act} - \{\tau\}$ being the set of visible actions to be hidden is the tuple $(\Sigma, C, \text{Act}, T_r, T_b, T_a, s_0)$ where $T_r \subseteq (\Sigma \times C \times \Sigma)$, $T_b \subseteq (\Sigma \times C^b \times \Sigma)$, and $T_a \subseteq (\Sigma \times \text{Act} \times \Sigma)$ are the least set of transitions, such that $\forall s \in \Sigma$.  

1. $s \xrightarrow{\alpha} s'$, $\alpha \notin L \Rightarrow s \xrightarrow{\alpha} s'$
2. $s \xrightarrow{a} s'$, $a \in L \Rightarrow s \xrightarrow{\tau} s'$
3. $s \xrightarrow{\theta} s'$ and $\exists a \in L. s \xrightarrow{\alpha} s \Rightarrow s \xrightarrow{\theta} s'$

Rules 1 and 2 are standard. Rule 3 says that the effect of the hiding operator over states of $T$ which enable standard actions in $L$ is to preempt all clock related transitions according to the maximal progress assumption.

**Theorem 5.2** Let $T$ be a ITA. Then for each $L \subseteq \text{Act} - \{\tau\}$, $T/L$ is an ITA.

**Proof** Just a trivial consequence of the fact that the maximal progress assumption is enforced when hiding ITA.

5.2.5 Equivalence of ITA

Now we will introduce a notion of strong and weak bisimulation over ITA. In particular weak bisimulation matches the clock related transitions similarly as in the static name approach of Chapter 3 and abstracts from standard $\tau$ actions similarly as in [122].

Given an ITATS $T = (\Sigma, C, \text{Act}, T_r, T_b, T_a)$, strong bisimulation over states is defined by associating clock names similarly as in the static name technique of Chapter 3, so that equivalence does not depend on the particular names used for clocks. We use $H$ to range over association histories of clock names, i.e. bijections from $C$ to $C$. We denote by $\mathcal{H}$ the set of all association histories.

---

2In order to distinguish transition of $T_{r,1}$, $T_{b,1}$ and $T_{a,1}$ from transitions of $T_r$, $T_b$ and $T_a$ we denote the former with “$\xrightarrow{-1}$” and the latter simply with “$\xrightarrow{\cdot}$.”
We now present strong bisimulation for ITA which is defined by means of a family of bisimulations \( \beta_H \), each indexed by an association history. First of all, let us say that a \( \mathcal{H} \)-indexed family of binary relations \( \{ \beta_H \mid H \in \mathcal{H} \} \) over \( \Sigma \) is symmetric if and only if \( (s_1, s_2) \in \beta_H \) implies \( (s_2, s_1) \in \beta_H \), where \( \mathcal{P} = \{(C_n, C_{n'}) \mid (C_n, C_{n'}) \in H\} \). Moreover, we use \( H \leftarrow (C_n, C_{n'}) \) to denote the association history \( H' \) obtained from \( H \) by adding the pair \((C_n, C_{n'})\) and removing old associations \((C_n, C_{n''})\) and \((C_{n''}, C_{n'})\), for some \( C_{n''} \) and \( C_{n'''} \), already contained in \( H \), thus preserving the structure of bijection from \( \mathcal{C} \) to \( \mathcal{C} \).

**Definition 5.5** Let \( \mathcal{T} = (\Sigma, \mathcal{C}, \text{Act}, T_r, T_b, T_a) \) be a ITATS. A symmetric \( \mathcal{H} \)-indexed family \( \mathcal{B} = \{ \beta_H \subseteq \Sigma \times \Sigma \mid H \in \mathcal{H} \} \) of binary relations over \( \Sigma \) is a strong bisimulation family iff \( s_1 \beta_H s_2 \) implies

- for every \( \alpha \in \text{Act} \) and \( s'_1 \in \Sigma \),
  \[ s_1 \xrightarrow{\alpha} s'_1 \text{ implies } s_2 \xrightarrow{\alpha} s'_2 \text{ for some } s'_2 \text{ with } s'_2 \beta_H s'_2, \]
- for every \( C_n \in \mathcal{C} \) and \( s'_1 \in \Sigma \),
  \[ s_1 \xrightarrow{C_n} s'_1 \text{ implies } s_2 \xrightarrow{C_{n'}} s'_2 \text{ for some } s'_2, C_{n'} \text{ with } s'_2 \beta_{H\leftarrow(C_n,C_{n'})} s'_2, \]
- for every \( \phi \in \mathcal{C}^\phi \) and \( s'_1 \in \Sigma \),
  \[ s_1 \xrightarrow{\phi} s'_1 \text{ implies } s_2 \xrightarrow{H(\phi)} s'_2 \text{ for some } s'_2 \text{ with } s'_2 \beta_H s'_2, \]

Two states \( s_1 \) and \( s_2 \) are strongly bisimilar with respect to association history \( H \in \mathcal{H} \), denoted by \( s_1 \sim_H s_2 \), iff there exist some strong bisimulation family \( \mathcal{B} = \{ \beta_H \mid H \in \mathcal{H} \} \) such that \( (s_1, s_2) \in \beta_H \). Two ITA \((T_1, s_{0,1})\) and \((T_2, s_{0,2})\) are strongly bisimilar, if their initial states \( s_{0,1} \) and \( s_{0,2} \) are such that there exists \( H \in \mathcal{H} \) such that \( s_{0,1} \sim_H s_{0,2} \) in the ITATS obtained with the disjoint union of \( T_1 \) and \( T_2 \).

Note that when matching clock bound transitions the association history \( H \) is used as a clock renaming function for constraints \( \phi \).

We now present weak bisimulation for ITA which is obtained from strong bisimulation with the standard technique of [122]. We use \( \gamma \) to range over transition labels, i.e. \( \text{Act} \cup \mathcal{C} \cup \mathcal{C}^\phi \). Let \( \xrightarrow{\gamma} \) denote \( (\xrightarrow{\tau})^* \xrightarrow{\gamma} (\xrightarrow{\tau})^* \), i.e. a sequence of transitions including a single \( \gamma \) transition and any number of \( \tau \) transitions. Moreover we define \( \xrightarrow{\phi} = \xrightarrow{} \) if \( \alpha \neq \tau \) and \( \xrightarrow{\tau} = (\xrightarrow{\tau})^* \), i.e. a possibly empty sequence of \( \tau \) transitions.

**Definition 5.6** Let \( \mathcal{T} = (\Sigma, \mathcal{C}, \text{Act}, T_r, T_b, T_a) \) be a ITATS. A symmetric \( \mathcal{H} \)-indexed family \( \mathcal{B} = \{ \beta_H \subseteq \Sigma \times \Sigma \mid H \in \mathcal{H} \} \) of binary relations over \( \Sigma \) is a weak bisimulation family iff \( s_1 \beta_H s_2 \) implies

- for every \( \alpha \in \text{Act} \) and \( s'_1 \in \Sigma \),
  \[ s_1 \xrightarrow{\alpha} s'_1 \text{ implies } s_2 \xrightarrow{\alpha} s'_2 \text{ for some } s'_2 \text{ with } s'_2 \beta_H s'_2, \]
- for every \( C_n \in \mathcal{C} \) and \( s'_1 \in \Sigma \),
  \[ s_1 \xrightarrow{C_n} s'_1 \text{ implies } s_2 \xrightarrow{C_{n'}} s'_2 \text{ for some } s'_2, C_{n'} \text{ with } s'_2 \beta_{H\leftarrow(C_n,C_{n'})} s'_2, \]
• for every $\phi \in C^\Phi$ and $s_1' \in \Sigma,$
  
  
  \[
  s_1 \xrightarrow{\phi} s_1' \text{ implies } s_2 \xrightarrow{H(\phi)} s_2' \text{ for some } s_2' \text{ with } s_1' \approx_H s_2',
  \]

Two states $s_1$ and $s_2$ are weakly bisimilar with respect to association history $H \in \mathcal{H}$, denoted by $s_1 \approx_H s_2$, iff there exist some weak bisimulation family $B = \{\beta_H \mid H \in \mathcal{H}\}$ such that $(s_1, s_2) \in \beta_H$. Two ITA $(T_1, s_{0,1})$ and $(T_2, s_{0,2})$ are weakly bisimilar, if their initial states $s_{0,1}$ and $s_{0,2}$ are such that $s_{0,1} \approx_B s_{0,2}$ in the ITATS obtained with the disjoint union of $T_1$ and $T_2$.

### 5.3 Interactive Prioritized Timed Transition Systems

In this section we introduce Interactive Prioritized Timed Transition Systems (IPTTSs) that will be used in the next section to define a semantics for ITA.

#### 5.3.1 The IPTTS Model

In this section we formally introduce Interactive Prioritized Timed Transition Systems (IPTTS) which essentially include three type of transitions: standard action transitions, representing the interactive behavior of a system component, prioritized transitions, representing behaviors of the system component executed according to a certain priority level, and numeric time transitions representing a fixed temporal delay.

As far as standard action transitions are concerned they have exactly the same behavior as in ITA. Prioritized transitions are labeled with a certain priority level $p \in \mathbb{N}^+$: transitions with a higher priority level take priority (e.g. when composing two IPTTSs in parallel) over prioritized transitions with a lower priority level. Moreover, we assume standard $\tau$ transitions to take priority over prioritized transitions, no matter which is the priority level of such transitions (due to the maximal progress assumption). Given a time domain $TD \subseteq \mathbb{R}^+$, numeric time transitions are labeled with a certain delay $t \in TD$ representing the passage of $t$ time units. As usual in the real time literature (see e.g. [132]), several timed transition leaving a state offer the possibility to the observer to choose the amount of time after which he wants to observe the status of the system.

In IPTTS we have two different kinds of state:

- **silent states** which are exactly like in ITA.

- **non-silent states** enabling numeric timed transitions and/or prioritized transitions all with the same priority level and (possibly) visible action transitions $a$, only. In such states numeric timed transitions (which cause the amount of time labeling the transition to pass) and prioritized transitions are chosen by means of a non-deterministic choice. Moreover the IPTTS may potentially interact with the environment through one of its visible actions.
In the following we present the formal definition of Interactive Prioritized Timed Transition System (IPTTS), then we will define Rooted Interactive Prioritized Timed Transition Systems as IPTTSs possessing an initial state. Formally, given a time domain $TD \subseteq \mathbb{R}^+$, we use $t, t', \ldots$, representing time values, to range over $TD$. Moreover we use $p, p', \ldots$, representing priority levels, to range over $\mathbb{N}^+$. Finally we use $\theta$ to range over time values in $TD$ and priorities in $\mathbb{N}^+$.

**Definition 5.7** An Interactive Prioritized Timed Transition System (IPTTS) is a tuple $D = (\Sigma, TD, Act, T_p, T_t, T_a)$ with

- $\Sigma$ a possibly infinite set of states,
- $TD$ a time domain, i.e. the set of possible values over which the labels of the numeric timed transitions range,
- $Act$ a set of standard actions,
- $T_p \subseteq (\Sigma \times \mathbb{N}^+ \times \Sigma)$ and $T_t \subseteq (\Sigma \times \mathbb{R}^+ \times \Sigma)$ and $T_a \subseteq (\Sigma \times Act \times \Sigma)$ three transition relations representing prioritized behaviors, time passage and action execution, respectively. $T_p, T_t$ and $T_a$ must be such that

\[
\forall s \in \Sigma.\
\begin{align*}
- s \xrightarrow{\tau} & \implies \neg \exists t.s \xrightarrow{t} \land \neg \exists p.s \xrightarrow{p} \\
- s \xrightarrow{p} & \implies \neg \exists p'.s \xrightarrow{p'} \\
- s & \xrightarrow{\tau} \lor \exists t.s \xrightarrow{t} \lor \exists p.s \xrightarrow{p}
\end{align*}
\]

**Definition 5.8** A Rooted Interactive Prioritized Timed Transition System (RIPTTS) is a tuple $D = (\Sigma, TD, Act, T_p, T_t, T_a, s_0)$, where $s_0 \in \Sigma$ is the initial state and $(\Sigma, TD, Act, T_p, T_t, T_a)$ is an IPTTS.

The meaning of the constraints over transition relations is the following. The first requirement says that (similarly as in ITA) if a state that can perform internal $\tau$ actions then it cannot perform time-related transitions (maximal progress assumption). The second requirement says that if a state can perform prioritized transitions with a certain priority level then it cannot perform prioritized transitions with a lower priority level. The third requirement says that (similarly as in ITA) we cannot have states where time is not allowed to pass (time deadlocks).

### 5.3.2 Parallel of Rooted IPTTTSs

Now we define, similarly as for ITA, the parallel composition à la CSP of RIPTTTSs.

In such a parallel composition the numeric time transitions of the composed RIPTTTSs are constrained to synchronize, so that the same amount of time passes for both systems, i.e. when time advances for one RIPTTTS it must also advance for the other RIPTTTS.
Definition 5.9 The parallel composition \( \mathcal{D}_1 \parallel_S \mathcal{D}_2 \) of two RIPTTSs \( \mathcal{D}_1 = (\Sigma_1, TD, Act, T_{p,1}, T_{l,1}, T_{a,1}, s_0, 1) \) and \( \mathcal{D}_2 = (\Sigma_2, TD, Act, T_{p,2}, T_{l,2}, T_{a,2}, s_0, 2) \), with \( S \subseteq Act - \{\tau\} \) being the synchronization set, is the tuple \( (\Sigma, TD, Act, T_p, T_l, T_a, (s_{0,1}, s_{0,2})) \) with:

- \( \Sigma = \Sigma_1 \times \Sigma_2 \) the set of states.
- \( T_p \subseteq (\Sigma \times \mathbb{N}^+ \times \Sigma) \), \( T_l \subseteq (\Sigma \times TD \times \Sigma) \) and \( T_a \subseteq (\Sigma \times Act \times \Sigma) \) the least transition relations, such that

\[
\begin{align*}
1_1 \quad &s_1 \xrightarrow{\alpha} s_1' \quad \alpha \notin S \implies (s_1, s_2) \xrightarrow{\alpha} (s_1', s_2) \\
1_r \quad &s_2 \xrightarrow{\alpha} s_2' \quad \alpha \notin S \implies (s_1, s_2) \xrightarrow{\alpha} (s_1', s_2') \\
2 \quad &s_1 \xrightarrow{a} s_1' \land s_2 \xrightarrow{a} s_2' \quad a \in S \implies (s_1, s_2) \xrightarrow{a} (s_1', s_2') \\
3_l \quad &s_1 \xrightarrow{p} s_1' \land s_2 \xrightarrow{\tau} \land p.s_2 > p.s_1 \xrightarrow{p'} \implies (s_1, s_2) \xrightarrow{p} (s_1', s_2) \\
3_r \quad &s_2 \xrightarrow{p} s_2' \land s_1 \xrightarrow{\tau} \land p.s_2 > p.s_1 \xrightarrow{p'} \implies (s_1, s_2) \xrightarrow{p} (s_1', s_2') \\
4 \quad &s_1 \xrightarrow{t} s_1' \land s_2 \xrightarrow{t} s_2' \implies (s_1, s_2) \xrightarrow{t} (s_1', s_2')
\end{align*}
\]

- \((s_{0,1}, s_{0,2}) \in \Sigma\) the initial state.

When evaluating action transitions we just make use of standard rules. Prioritized transitions are determined by taking into account priorities according to a “global” notion of priority (see the classification made in [62]) where priorities are applied across the parallel operator. Finally timed transitions are evaluated by just requiring them to synchronize.

Theorem 5.3 Let \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \) be two RIPTTSs. Then for each \( S \subseteq Act - \{\tau\}, \mathcal{D}_1 \parallel_S \mathcal{D}_2 \) is a RIPTTS.

Proof Just a trivial consequence of the fact that the maximal progress assumption and the priorities among prioritized transitions are enforced when composing RIPTTSs and that timed transitions must synchronize in order to be executed.

5.3.3 Hiding of Rooted IPTTSs

Now we define, similarly as for ITA, the hiding of RIPTTSs.

Definition 5.10 The hiding \( \mathcal{D}_1 / L \) of a RIPTTS \( \mathcal{D}_1 = (\Sigma, TD, Act, T_{p,1}, T_{l,1}, T_{a,1}, s_0) \), with \( L \subseteq Act - \{\tau\} \) being the set of visible actions to be hidden, is the tuple \( (\Sigma, TD, Act, T_p, T_l, T_a, s_0) \) with:

\[
T_p \subseteq (\Sigma \times \mathbb{N}^+ \times \Sigma), \quad T_l \subseteq (\Sigma \times TD \times \Sigma) \quad \text{and} \quad T_a \subseteq (\Sigma \times Act \times \Sigma) \quad \text{the least transition relations, such that} \quad \forall s \in \Sigma. 3
\]

\(3\)In order to distinguish transition of \( T_{p,1}, T_{l,1} \) and \( T_{a,1} \) from transitions of \( T_p, T_l \) and \( T_a \) we denote the former with “\(-\rightarrow\)” and the latter simply with “\(\rightarrow\)”. 
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Similarly as for ITA, in the definition of the hiding operator in addition to standard rules we make use of rules which enforce the maximal progress assumption.

**Theorem 5.4** Let \( \mathcal{D} \) be a RIPTTS. Then for each \( L \subseteq \text{Act} - \{\tau\} \), \( \mathcal{D}/L \) is a RIPTTS.

**Proof** Just a trivial consequence of the fact that the maximal progress assumption is enforced when hiding RIPTTSs.

### 5.3.4 Equivalence of Rooted IPTTTSs

Now we introduce a notion of weak bisimulation for RIPTTSs which matches prioritized and timed transitions according to strong bisimulation and abstracts from standard \( \tau \) actions similarly as in \([122]\).

**Definition 5.11** Let \( \mathcal{D} = (\Sigma, TD, \text{Act}, T_p, T_t, T_a) \) be an IPTTS. An equivalence relation \( \beta \) on \( \Sigma \) is a weak bisimulation iff

- for every \( \alpha \in \text{Act} \),
  \[ s_1 \xrightarrow{\alpha} s'_1 \] implies \( s_2 \xrightarrow{\alpha} s'_2 \) for some \( s'_2 \) with \( s'_1 \beta s'_2 \),

- for every \( \theta \in \mathbb{N}^+ \cup \text{TD} \),
  \[ s_1 \xrightarrow{\theta} s'_1 \] implies \( s_2 \xrightarrow{\theta} s'_2 \) for some \( s'_2 \) with \( s'_1 \beta s'_2 \),

Two states \( s_1 \) and \( s_2 \) are weakly bisimilar, denoted by \( s_1 \approx s_2 \), iff \( (s_1, s_2) \) is included in some weak bisimulation. Two RIPTTSs \( (\mathcal{D}_1, s_{0,1}) \) and \( (\mathcal{D}_2, s_{0,2}) \) are weakly bisimilar, if their initial states \( s_{0,1} \) and \( s_{0,2} \) are weakly bisimilar in the IPTTS obtained with the disjoint union of \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \).

### 5.4 A Semantics for Interactive Timed Automata

In this section we present a semantics for interactive timed automata which maps them onto interactive prioritized timed transition systems. Such a semantics explicitly represents the passage of time by means of transitions labeled with numeric time delays and turns clock reset transitions into prioritized transitions with priority level 2 and clock bound transitions into prioritized transitions with priority level 1.

We now formally define the semantics of an ITA.

**Definition 5.12** The semantics of an ITA \( T = (\Sigma, C, \text{Act}, T_r, T_b, T_a, s_0) \) is the RIPTTS \( [T] = (\Sigma', \mathbb{R}^+, \text{Act}, T_p, T_t, T'_a, s'_0) \) where:

1. \( s \xrightarrow{\alpha} s' \), \( \alpha \notin L \) $\Rightarrow$ \( s \xrightarrow{\alpha} s' \)
2. \( s \xrightarrow{a} s' \), \( a \in L \) $\Rightarrow$ \( s \xrightarrow{\tau} s' \)
3. \( s \xrightarrow{\theta} s' \wedge \not\exists a \in L. s \xrightarrow{a} s' \) $\Rightarrow$ \( s \xrightarrow{\theta} s' \)
\[(P1) \quad s \xrightarrow{\phi} s' \land v \vdash \phi \quad \xrightarrow{1} (s, v) \xrightarrow{\cdot} (s', v)\]
\[(P2) \quad s \xrightarrow{C_n} s' \quad \xrightarrow{2} (s, v) \xrightarrow{\cdot} (s', v) \leftarrow (C_n, 0)\]

\[(T) \quad \exists C_n : s \xrightarrow{C_n} \land s \xrightarrow{\tau} \land \bigwedge \{ \exists t' \geq t : v + t' \vdash \phi \mid s \xrightarrow{} \}\quad \xrightarrow{t} (s, v) \rightarrow (s, v + t)\]

\[(A) \quad s \xrightarrow{\alpha} s' \quad \xrightarrow{\cdot} (s, v) \xrightarrow{\alpha} (s', v)\]

**Table 5.1:** Semantic rules for ITA

- \(\Sigma' = (\Sigma \times \text{Spent})\) is the set of states of the RIPTTS, where \(\text{Spent}\), ranged over by \(v\), is the set of functions from \(C\) to \(\mathbb{R}^+ \cup \{0\}\), expressing the time already spent in execution by the clocks of the ITA from the last reset event.

- \(\mathbb{R}^+\) is the time domain: we consider continuous time.

- \(\text{Act}\) is the set of standard actions considered in the ITA.

- \(T_p\) is the set of prioritized transitions which are defined as the least relation over \(\Sigma' \times \mathbb{N}^+ \times \Sigma'\) satisfying the operational rules in the first part of Table 5.1.

- \(T_t\) is the set of timed transitions which are defined as the least relation over \(\Sigma' \times \mathbb{R}^+ \times \Sigma'\) satisfying the operational rules in the second part of Table 5.1.

- \(T_a\) is the set of action transitions which are defined as the least relation over \(\Sigma' \times \text{Act} \times \Sigma'\) satisfying the operational rules in the third part of Table 5.1.

- \(s_0' = (s_0, 0)\), with \(0 = \{(C_n, 0) \mid C_n \in \mathcal{C}\}\) is the initial state of the RIPTTS, where the ITA is in the initial state and all clocks start from zero.

In Table 5.1 we make use of the following notation. \(v \vdash \phi\) holds true if and only if the formula obtained from \(\phi\) by replacing clocks with time values according to \(v\) is true. We assume, as expected, “\(\bigwedge \emptyset\)” to yield true. Moreover we define \(v \leftarrow (C_n, t)\) to be the function obtained from \(v\) by replacing the pair \((C_n, t')\) already...
contained in $v$ with the new pair $(C_n, t)$. Finally, we define $v + t$, with $t \in \mathbb{R}^+$, to be the function obtained from $v$ by adding $t$ to the time value associated with each clock in $v$.

**Theorem 5.5** Let $T', T''$ be two ITA. If $T' \approx T''$ then $[T'] \approx [T'']$.

**Proof** It is just sufficient to show that from a weak bisimulation family $B = \{\beta_H \subseteq \Sigma \times \Sigma \mid H \in \mathcal{H}\}$ between the two ITA $T'$ and $T''$ we can derive a weak bisimulation $\beta$ between the two RIPTTSs $[T']$ and $[T'']$. In particular $\beta$ is obtained by letting $(s_1, v_1) \beta' (s_2, v_2)$ whenever $s_1 \beta_H s_2$ and $v_1, v_2 \in \text{Spent}$ are such that for each $(C_n', C_n'') \in H$ we have $v_1(C_n') = v_2(C_n'')$. The fact that $\beta$ is a weak bisimulation simply derives from the fact that in clock bound transitions leaving equivalent ITA states we must have the same constraints for clocks that are matched by the equivalence.

The following theorems show that the semantics of ITA is indeed compositional.

**Theorem 5.6** Let $T', T''$ be two ITA. For each $S \subseteq \text{Act} - \{\tau\}$ we have $[T'] \parallel S [T''] \approx [T' \parallel S T'']$.

**Proof** It is just sufficient to show that we can build a weak bisimulation $\beta$ between the two RIPTTSs $[T'] \parallel S [T'']$ and $[T' \parallel S T'']$. In particular $\beta$ is obtained by letting $((s', v'), (s'', v'')) \beta ((s', v''), v)$ whenever the spent lifetimes of clocks in $v'$ and $v''$ are the same as those in $v$ once clocks renaming performed in parallel composition is taken into account. The fact that $\beta'$ is a weak bisimulation derives from the fact that the set of clock bound transitions executable in a state of an ITA obtained as the parallel composition of two ITA is the union of the clock bound transitions executable by the two ITA. Therefore the set of time transitions performable in such a state of the composed model turns out to be equivalent to the synchronization of the time transitions independently generated from the states of the two ITA. Moreover when composing in parallel ITA $\tau$ transitions pre-empt timed-related transitions and clock reset transitions pre-empt clock bound transitions just as in IPTTSs $\tau$ transitions pre-empt prioritized (and timed) transitions and transitions with priority level 2 pre-empt transitions with priority level 1.

**Theorem 5.7** Let $T$ be an ITA. For each $L \subseteq \text{Act} - \{\tau\}$ we have $[T]/L \approx [T'/L]$.

**Proof** It is just sufficient to show that we can build a weak bisimulation $\beta$ between the two RIPTTSs $[T]/L$ and $[T'/L]$. In the case of the hiding operator the structure of the states of the two RIPTTSs turns out to be the same and $\beta$ is just obtained by considering the identity relation, i.e. we relate each state $(s, v)$ to itself. The fact that $\beta'$ is a weak bisimulation simply derives from the fact that the only effect of hiding standard actions is to preempt the execution of time-related transitions both in ITA and in RIPTTSs.
Chapter 6

Interactive Generalized Semi-Markov Processes

In this chapter we introduce Interactive Generalized Semi-Markov Processes (IGSMP), an extension of Generalised Semi-Markov Processes (GSMPs), i.e. probabilistic timed systems where durations of delays are expressed by random variables with a general probability distribution, with action transitions representing the ability of a process to interact with another process. Such an extension causes the problem of adequately handling non-deterministic choices in Generalised Semi-Markov Processes (GSMPs) to arise. In particular we define IGSMPs so that the probabilistic duration of a delay is not decided all at once when the delay starts as done in [66], but step by step in each system state (in the theory of GSMPs this corresponds to recording spent lifetimes instead of residual lifetimes of delays). In this way an adversary cannot take decisions a priori, based on the knowledge he may get about the future behavior of the system. Moreover we define well-named IGSMPs, a canonical form for names of clocks used in an IGSMP which is based on the dynamic approach presented in Chapter 3 and makes it possible to define equivalence over IGSMPs as a simple probabilistic extension of standard weak bisimulation [122]. More precisely, in this chapter we introduce IGSMPs and a formal procedure for deriving performance models (GSMPs) from complete IGSMP specifications. Moreover, we formalize the class of well-named IGSMP models and the class of Interactive Stochastic Timed Transition Systems (ISTTSs) which are both closed under CSP parallel composition and hiding. Based on that, we introduce a semantics for IGSMPs which maps well-named IGSMP models onto ISTTSs by recording spent lifetimes of delays. Finally, we show that two weakly bisimilar IGSMPs give rise to two weakly bisimilar semantic models and that our semantic mapping is compositional with respect to both CSP parallel composition and hiding.

6.1 Introduction

Introducing a modeling paradigm for timed concurrent systems that can express probability distributions of general nature is important for two main reasons. First, it allows us to overcome the strong limitations in expressiveness inherent in purely Markovian specification paradigms (see Chapter 4) where even fixed (non
probabilistic) durations cannot be represented. Second, it leads to an integration of stochastic time analysis with real-time analysis as explained in Chapter 1. The price to pay is a more complex representation of system behavior and much more involved system analysis techniques.

6.1.1 The Basic Idea

Some previous efforts have been made in order to develop models for general distributions [87, 7, 49, 139]. With respect to such approaches, which somehow face this problem by starting from process algebra semantical viewpoint, in [41] we have introduced the idea that a specification paradigm expressing systems with generally distributed delays should originate from probabilistic models which are well-founded from the viewpoint of probability theory.

As we have explained in Chapter 2, the stochastic processes mainly studied in the literature for performance evaluation purposes are in increasing order of expressivity: continuous time Markov chains (CTMCs), semi-Markov processes (SMPs), and generalized semi-Markov processes (GSMPs). The difference among them lies in the set of instants of process life which satisfy the Markov property, i.e. those instants such that the future behavior of the stochastic process depends only on the current state of the process and not on its past behavior. For CTMCs the Markov property holds in every instant of process life, for SMPs it holds only in the instants of state change, and for GSMPs it never holds, but can be retrieved through a different representation of process states (each state is turned into a continuous infinity of states) by the standard technique of [65]. Since CTMCs can represent only activities with an exponentially distributed duration (only this distribution has the required memoryless property), the only candidates for representing systems with generally distributed durations are SMPs and GSMPs, and we now show that GSMPs are actually needed for our purposes. Consider the example of two delays $\delta_1$ and $\delta_2$ executed in parallel, the former with a deterministic duration 5 and the latter with a Gaussian duration with mean 0.5 and variance 1. This situation can be represented as in Fig. 6.1. In Fig. 6.1 each state is labeled with the set of delays which are in execution during the period of time the system sojourns in the state. In the beginning both delays are in contemporaneous execution and the system sojourns in the first state until one delay terminates. When this happens the system performs the transition labeled with the terminated action. Suppose that $\delta_1$ terminates before $\delta_2$ and the system reaches the state labeled with $\delta_2$. In this state the delay $\delta_2$ continues its execution until it terminates. As a consequence the sojourn time of the system in the state labeled with $\delta_2$ (which is given by the residual distribution of delay $\delta_2$) is not determined simply by the fact that the system is in this state, but depends on the time $\delta_2$ has already spent in execution in the first state. In particular since we can no longer rely on the memoryless property (which is enjoyed only by exponential distributions) the residual distribution of $\delta_2$ is different for every value of time spent. Therefore the process is not Markovian even in the instant when this state is entered.

This example shows that even the simple case of two parallel delays with generally distributed durations cannot be represented by an SMP. The process of the example is, instead, a GSMP ($\delta_1$ and $\delta_2$ are its elements.
\[ PDF(\delta_1) = Det(5), \quad PDF(\delta_2) = Gauss(0.5, 1) \]

**Figure 6.1**: Parallel Execution of Generally Distributed Delays

and state labels in Fig. 6.1 denote active elements). This can be seen as follows. If we imagine to give a different representation of the process where we replace the state labeled with \( \delta_2 \) with infinitely many states each denoting a different spent lifetime for the delay \( \delta_2 \), we can retrieve the Markov property. The sojourn time in each of the newly derived states would then be determined by the state itself (it would be given by the distribution of delay \( \delta_2 \) conditioned on a particular value for the spent lifetime) and not by the previous behavior of the process. Another way to retrieve the Markov property would be to consider residual lifetimes instead of spent lifetimes (see Chapter 2).

Despite of the fact that in GSMPs the Markov property in instants of state change can be retrieved via an infinite state representation, when we consider the initial finite state system description (as that of Fig. 6.1) we have that the system behavior in a certain state indeed depends on what happened previously. In particular, delays executed in a state cannot be simply be considered as starting in that state as for CTMCs (or SMPs), but the may continue their execution from previous states. In other words a delay can no longer be considered as being executed *atomically* in a single transition, but we have to represent delays that start in a certain state, evolve through several states, and terminate in another state (in the previous example both \( \delta_1 \) and \( \delta_2 \) start in the first state and may terminate in another state). As a consequence the execution of a generally distributed delay must be characterized in models by the two events of delay start and delay termination.

In [87, 139] the Markovian representation of system behavior via delays “atomically” executed in transitions (which are labeled by the duration distribution of such delays) is adapted to systems with general distributions by adding to such transitions some information uniquely determining (through e.g. a pointer) the state where the delay labeling the transition is actually started. On the contrary, we prefer to stick to the notation of GSMPs, where representing the execution of generally distributed delays is simply done by: uniquely identifying each delay with a different element (similar to a clock of a timed automata), associating to each element the duration distribution of the delay it represents as in Fig. 6.1, assuming that element execution continues when going from state to state, and making explicit events of element start (or clock reset in timed automata). In this way we have a system representation which can be easily transformed into a GSMP (see Sect. 6.3) or a timed automata (see Chapter 8) for analysis purposes.
\[ \text{PDF}(C_1) = \text{Det}(5), \quad \text{PDF}(C_2) = \text{Gauss}(0.5, 1) \]

Figure 6.2: Event-Based Representation of Parallel Execution of Delays

In particular we represent temporal delays by clocks and we explicitly represent both basic events of start and termination of a clock \( C \) explicitly by means of a clock start transition \( C^+ \) and a clock termination transition \( C^- \). On the other hand we do not explicitly indicate the set of clocks which are being executed in a state (the active elements in states of GSMPs represented in Fig. 6.1 as state labels) since such information can be easily inferred from its outgoing clock termination transitions. The resulting event-based representation of the system of Fig. 6.1 is depicted in Fig. 6.2, where delays \( \delta_1 \) and \( \delta_2 \) are represented by clocks \( C_1 \) and \( C_2 \), respectively, and we initially start both clocks by means of two explicit clock start transitions executed in zero time. To be precise, in our model we will consider clock start transitions labeled with pairs \( \langle C^+, w \rangle \), where \( w \) is a weight [150] used for representing probabilistic choices. In this way we reach the same expressivity as GSMPs.

6.1.2 A Model for Timed Concurrent Systems with General Distributions

By following the “interactive” idea of [99], an IGSMP represents the behavior of a component by employing both standard action transitions, representing the interactive behavior of the component, and clock start transitions and clock termination transitions, representing the timed probabilistic behavior of the component. Action transitions are just standard CCS/CSP transitions: when several action transitions are enabled in an IGSMP state, the choice among them is just performed non-deterministically and when IGSMPs are composed in parallel they synchronize following the CSP [109] approach, where the actions belonging to a given set \( S \) are required to synchronize. Clock start transitions are labeled with a clock name and a weight and represent the event of starting of a temporal delay whose probabilistic duration is given by the distribution associated with the clock. When several clock start transitions are enabled in an IGSMP state, the choice between them is performed probabilistically according to the weights of the transitions. Clock termination transitions are labeled with a clock name and represent the event of termination of the corresponding temporal delay. A system stays in a state enabling several termination transitions until one of the temporal delays currently in execution terminates and the corresponding transition is performed.
Besides IGSMPs, we also define well-named IGSMPs, a canonical form for names of clocks used in an IGSMP which is based on the dynamic approach presented in Chapter 3. In particular, similarly as in Chapter 3 where the name associated with the two events of action start and action termination generated by the execution of an action is a pair consisting of the type \( a \) of the action and an index \( i \in \mathbb{N} \), in a well-named IGSMP names \( n \) of clocks \( C_n \) consist of pairs \( "f,i" \), where \( f \) is the probability distribution associated with the clock and \( i \) an index. For each different distribution \( f \), the index to be used when a new clock with distribution \( f \) starts is determined by following the same rule as for the indexes used in start events of actions of the same type in the dynamic approach of Chapter 3. The use of well-named IGSMPs makes it possible to define equivalence as a simple probabilistic extension of standard weak bisimulation [122] without having to associate clock names in the definition of equivalence as done for ITA in Chapter 5. When considering IGSMPs the introduction of such a canonical form for names of clocks is important because, with respect to ITA, the presence of probabilistic choices in IGSMPs would cause a notion of equivalence which associates clock names like that used for ITA to become rather complex (see Chapter 13 where we will define an equivalence of this kind).

As for IWMCs and ITA, we define CSP parallel composition and hiding of well-named IGSMPs. In order to obtain well-named IGSMPs as the result of such operations we have to suitably rename clocks by following the technique introduced in the dynamic approach of Chapter 3.

IGSMPs, similarly as IWMCs and ITA, may include both internal and external non-deterministic choices. While external non-deterministic choices may be resolved through synchronization with other system components (they are not present in complete system specifications), internal non-determinism represents an inherent underspecification of the system performance. Therefore adversaries (or schedulers) play an important role in the performance analysis of IGSMPs in that they allow internal non-determinism to be removed from an IGSMP thus turning it into a GSMP. In this chapter we will present a formal procedure for transforming the semantic model obtained from a complete IGSMP system specification which does not include internal non-determinism into a GSMP. Such a procedure just turns each delay of the system into a different element of the GSMP and IGSMP weighted choices into probabilistic choices of a GSMP.

### 6.1.3 Dealing with Non-Determinism in Systems with General Distributions

Introducing non-determinism in probabilistic systems with general distributions causes new problems to arise with respect to the classical theory of GSMPs. Such problems arise when we consider the interplay of non-deterministic choices and the probabilistic behavior of clocks when IGSMPs are actually executed. Following the classical approach of discrete event simulation (see e.g., [54]), in the instant a clock starts, the clock is set to a temporal value sampled from its duration distribution. As time passes the clock counts down and it terminates when it reaches value zero. From a technical viewpoint this means that, while the GSMP proceeds from state to state, we keep track of the quantity of time that clocks must still spend in execution (the residual lifetimes of the clocks). This approach to the execution of an IGSMP, which has
been previously applied in [66] to systems including non-determinism and generally distributed time, has the drawback that an adversary can base its decisions (concerning non-deterministic choices) on the knowledge obtained a priori about the future behavior of the system, e.g. the information about the quantity of time that a delay will spend in execution.

In this chapter we consider a new alternative approach to the execution of systems including non-determinism and generally distributed time which adequately handles non-deterministic choices. The idea is that we want the probabilistic duration of a generally distributed delay not to be decided all at once when the delay starts, but step by step in each system state. More precisely, this is realized by keeping track of the quantity of time spent by clocks in execution (spent lifetimes of clocks), and by evaluating, when a new IGSMP state is entered, the distribution of the residual duration of the clock from (i) the duration distribution associated with the clock, and (ii) the time it has already spent in execution. Such an approach, which is based on recording spent lifetimes instead of residual lifetimes, is adherent to the classical behavior of Timed Automata [132] where clocks are increased (and not decreased) while time passes. Besides it indeed solves the problem of executing a system with non-deterministic choices because, since the residual duration of clocks is sampled in every state traversed by the IGSMP, the adversary cannot gain a priori knowledge on the system behavior. Finally, considering spent lifetimes instead of residual lifetimes is correct also from a probabilistic viewpoint, because in probability theory the two approaches are both valid alternative ways to interpret a GSMP [65]. It is worth noting that the choice of adopting this alternative approach for representing the execution of an IGSMP is conceptual and not at all related with the technical differences between the formalism considered in [66] and IGSMPs. We could apply the technique used in [66] to IGSMPs as well.

Similarly as in [66], based on our approach to the execution of an IGSMP, we produce a semantics for IGSMPs which maps an IGSMP onto a transition system where: (i) the passage of time is explicitly represented by transitions labeled with numeric time delays and (ii) duration probability distributions are turned into infinitely branching probabilistic choices which lead to states performing numeric time delays with different durations. Differently from [66], we express semantic models of IGSMPs by means of “interactive” probabilistic timed transition systems which can be themselves composed and for which we define a notion of weak bisimulation. This allows us to develop a semantic mapping which is compositional with respect to parallel composition and hiding.

6.1.4 Outline of the Chapter

We start (in Sect. 6.2) by formalising the model of IGSMPs and the model of well-named IGSMPs. Moreover we show that the class of well-named IGSMPs is closed with respect to CSP parallel composition and hiding and we introduce a notion of weak bisimulation over well-named IGSMPs. Then, (in Sect. 6.3) we present the formal procedure for deriving a performance model in the form of a GSMP from a complete IGSMP system specification. Moreover, (in Sect. 6.4) we introduce the model of Interactive Stochastic Timed Transition Systems (ISTTSs) which include: standard action transitions, representing the interactive behavior of a
system component, numeric time transitions representing a fixed temporal delay, and probabilistic transitions
expressed by means of probability spaces) representing (infinitely branching) probabilistic choices. Moreover
we show that the class of ISTTSs is closed with respect to CSP parallel composition and hiding and we
introduce a notion of weak bisimulation over ISTTSs. Furthermore, (in Sect. 6.5) we present the semantics
for IGSMPs which maps IGSMPs onto ISTTSs and we show that weakly bisimilar IGSMPs give rise to
weakly bisimilar semantic models and that the semantic mapping is compositional with respect to both CSP
parallel composition and hiding. Finally, (in Sect. 6.6) we report some concluding remarks.

6.2 Definition of Interactive Generalized Semi-Markov Process

In this section we will present the model of Interactive Generalized Semi-Markov Processes (IGSMPs) and of
well-named interactive generalized semi-Markov processes: a canonical form for IGSMPs which introduces
some constraints on clock names and makes it simple to establish equivalence over IGSMPs.

6.2.1 The IGSMP Model

The model of interactive generalized semi-Markov processes extends that of generalized semi-Markov pro-
cesses (see Sect. 2.2.6) by expressing in addition to GSMP clocks (or elements) execution, also the execution
of standard actions which can synchronize and have a zero duration. As far as probabilistic delays are con-
cerned, they are modeled as in GSMPs by means of clocks $C$ whose duration is expressed through general
probability distributions. In the following we will distinguish different clocks used in an IGSMP through
“names”, where $C_n$ denotes the clock with name $n$. In an IGSMP the execution of a clock $C_n$ is represented
by means of two events: the event of clock start $C_n^+$ followed by the relative event of clock termination
$C_n^-$. Therefore in an IGSMP we have three types of transitions: standard action transitions representing ac-
tion execution, clock start transitions representing events $C_n^+$ and clock termination transitions representing
events $C_n^-$. When a transition $C_n^+$ is performed by the IGSMP the clock $C_n$ starts and continues its execution
in every state traversed by the IGSMP. Whenever the clock $C_n$ terminates, then the IGSMP executes the
corresponding termination transition $C_n^-$. In particular, since, as in GSMPs, each started clock $C_n$ which
has not terminated yet must continue its execution in each state traversed by the IGSMP, all such states
must have an outgoing transition $C_n^-$. Obviously clocks which can be simultaneously under execution in an
IGSMP state must have different names (even if they have the same duration distribution), so that the event
of termination of a clock $C_n^-$ is always uniquely related to the corresponding event of start of the same clock
$C_n^+$. Similarly as GSMPs, IGSMPs can also express probabilistic choices. This is obtained by associating
with each start transition $C_n^+$ a weight $w \in \mathbb{R}^+$. In this way when a state of the IGSMP enables several
clock start transitions $(C_n^+, w)$, the choice of the clock to be started is performed probabilistically according
to the weights $w$ of the transitions. For instance, a state enabling two transitions labeled with $(C_n^+, w)$
and $(C_n^+, w')$ respectively starts clock $C_n$ with probability $w/(w + w')$ and starts clock $C_{n'}$ with probability
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On the other hand, IGSMPs also have, in addition to GSMPs, the capability of expressing non-deterministic choices. This because, as in standard labeled transition systems deriving from CCS/CSP terms, in the states of an IGSMP action transitions are just non-deterministically chosen. As in IWMCs and ITA, alternative transitions labeled with invisible $\tau$ actions represent internal non-deterministic choices, while alternative transitions labeled with visible actions $a$ (which are seen as incomplete potential transitions which wait for a synchronization with other system components) represent external non-deterministic choices which depend on the environment. An IGSMP represents a complete system only when it does not include any transition labeled by a visible action. Visible actions are synchronized via a CSP synchronization policy and a hiding operator is used to turn (synchronized) visible actions into complete invisible actions. This approach differs from that of the stochastic automaton model of [66], where two different kinds of semantics have to be defined in order to describe the actual behavior of closed systems and the potential behavior of open systems. In our approach both the potential and the actual behavior of the system are represented within the same model and complete systems are obtained by hiding all the actions of the model.

More precisely, in an IGSMP we have four different kinds of state:

- **silent states**, enabling invisible action transitions $\tau$ and (possibly) visible action transitions $a$ only. In such states the IGSMP just performs a non-deterministic choice among the $\tau$ transitions in zero time and may potentially interact with the environment through one of the visible actions (see e.g. Fig. 6.3.a).

- **probabilistic states**, enabling $\langle C^+_n, w \rangle$ transitions and (possibly) visible action transitions $a$ only. In such states the IGSMP just performs a probabilistic choice among the clock start transitions in zero time and may potentially interact with the environment through one of the visible actions (see e.g. Fig. 6.3.b).

- **timed states**, enabling $C^-_n$ transitions and (possibly) visible action transitions $a$ only. In such states the IGSMP executes all the clocks labeling the outgoing termination transitions according to their residual duration distribution. The clock that terminates first determines the transition to be performed. Note that since, as in GSMPs, we assume that clocks cannot terminate at the same instant, we always have a unique clock terminating before the other ones (see e.g. Fig. 6.3.c). While the IGSMP sojourns in the state, it may (at any time) potentially interact with the environment through one of the outgoing visible action transitions.

- **waiting states**, enabling standard visible actions only or no transition at all. In such states the IGSMP sojourns indefinitely. It may, at any time, potentially interact with the environment through one of the outgoing visible action transitions (see e.g. Fig. 6.3.d).

In the following we present the formal definition of Interactive Generalized Semi-Markovian Transition System (IGSMTS), then we will define interactive generalized semi-Markov processes as IGSMTSs possessing...
an initial state. Formally, we denote with $PDF$ the set of probability distribution functions over $\mathbb{R}$ ranged over by $f, g, \ldots$ and with $PDF^+$ the set of probability distribution functions over $\mathbb{R}$ such that $f(x) = 0$ for $x < 0$ (representing duration distributions). Weights, belonging to $\mathbb{R}^+$, are ranged over by $w, w', \ldots$. Moreover, we denote the set of standard action types used in a IGSMTS by $Act$, ranged over by $a, a', \ldots$. As usual $Act$ includes the special type $\tau$ denoting internal actions. The set $Act - \{\tau\}$ is ranged over by $a, b, \ldots$. The set of clocks of an IGSMTS is denoted by $C = \{C_n \mid n \in CNames\}$, where $CNames$ is a set of clock names. Given a set $C$, we denote with $C^+ = \{(C_n^+, w) \mid C_n \in C, w \in \mathbb{R}^+\}$ the set of events denoting the starting of a clock and $C^- = \{C_n^- \mid C_n \in C\}$ the set of events denoting the termination of a clock. Let $C^+ \cup C^-$ be ranged over by $\theta, \theta', \ldots$. The set of states of an IGSMTS is denoted by $\Sigma$, ranged over by $s, s', \ldots$. We assume the following abbreviations that will make the definition of IGSMTSs easier. Let us suppose that $T \subseteq (\Sigma \times Labels \times \Sigma)$ is a transition relation, where $Labels$ is a set of transition labels, ranged over by $l$. We use $s \xrightarrow{l} s'$ to stand for $(s, l, s') \in T$, $s \xrightarrow{l} \theta$ to stand for $\exists s' : s \xrightarrow{l} s'$, and $s \xrightarrow{l} /\theta$ to stand for $\nexists s' : s \xrightarrow{l} s'$.

**Definition 6.1** An Interactive Generalized Semi-Markovian Transition System (IGSMTS) is a tuple $G = (\Sigma, C, D, Act, T_+, T_-, T_a)$ with

- $\Sigma$ a set of states,
- $C$ a set of clocks,
- $D : C \rightarrow PDF^+$ a function that assigns a duration probability distribution function to each clock,
- $Act$ a set of standard actions,
- $T_+ \subseteq (\Sigma \times C^+ \times \Sigma)$, $T_- \subseteq (\Sigma \times C^- \times \Sigma)$, and $T_a \subseteq (\Sigma \times Act \times \Sigma)$ three transition relations representing clock start and termination events and action execution, respectively, such that:

1. $\forall s \in \Sigma.$
   
   $s \xrightarrow{\tau} \quad \Rightarrow \quad \exists \theta. s \xrightarrow{\theta}$

2. $\forall s \in \Sigma.$
   
   $\exists C_n, w, \langle C_n^+, w \rangle \xrightarrow{i} \quad \Rightarrow \quad \exists C_n'. s \xrightarrow{i} C_n'$

$\text{1For the sake of readability here and in the rest of the chapter we assume the following operator precedence when writing constraints for transition relations: existential quantifier > “and” operator > implication.}$
3 \( \exists S : \Sigma \rightarrow \mathcal{P}(C) \) the active clock function, such that \( \forall s \in \Sigma \).

\[ a) \quad s \xrightarrow{\alpha} s' \implies S(s') = S(s) \]

\[ \quad - s \xrightarrow{(C_n^+, w)} s' \implies S(s') = S(s) \cup \{C_n\} \]

\[ \quad - s \xrightarrow{C_n^-} s' \implies C_n \in S(s) \land S(s') = S(s) - \{C_n\} \]

\[ b) \quad \exists C_n, w, s \xrightarrow{(C_n^+, w)} \implies C_n \notin S(s) \]

\[ c) \quad C_n \in S(s) \land s \xrightarrow{\tau} \land \nexists C_n', w, s \xrightarrow{(C_n', w)} \implies s \xrightarrow{C_n^-} \]

4 \( \forall s \in \Sigma \).

\[ s \xrightarrow{(C_n^+, w)} s' \implies \text{act}(s') \subseteq \text{act}(s) \]

where the enabled action function \( \text{act} : \Sigma \rightarrow \mathcal{P}(\text{Act}) \) is defined by \( \text{act}(s) = \{ \alpha \mid s \xrightarrow{\alpha} \} \).

\[ \blacksquare \]

**Definition 6.2** An Interactive Generalized Semi-Markov Process (IGSMP) is a tuple \( G = (\Sigma, C, D, \text{Act}, T_+, T_-, T_a, s_0) \), where \( s_0 \in \Sigma \) is the initial state of the IGSMP and \( (\Sigma, C, D, \text{Act}, T_+, T_-, T_a, s_0) \) is an IGSMTS such that function \( S \) in item 3 of Definition 6.1 also satisfies \( S(s_0) = \emptyset \).

The constraints over transition relations \( T_+, T_- \) and \( T_a \) guarantee that each state of the IGSMP belongs to one of the four kind of states above. In particular, the first requirement says that if a state can perform internal \( \tau \) actions then it cannot perform events of clock starts or clock terminations. Such a property derives from the assumption of maximal progress: the possibility of performing internal actions prevents the execution of delays. The second requirement says that if a state can perform clock start events then it cannot perform clock termination events. Such a property derives from the assumption of urgency of delays: clock start events cannot be delayed but must be performed immediately, hence they prevent the execution of clock termination transitions. The third requirement checks that clock starting and termination transitions are consistent with the set of clocks that should be in execution in each state of the IGSMP. This is done by defining a function \( S \) which maps each state onto the expected set of clocks in execution, i.e. the set of clocks which have started but not terminated yet. In particular, in the initial state \( s_0 \) such a set is empty. The constraint \( a) \) defines the construction rule of the active clock set for each state reachable from \( s_0 \). In the case of a transition from a state \( s \) to a state \( s' \) labeled with a standard action, the active clocks of \( s' \) stem from the active clocks of \( s \), as no clock can be terminated given that a standard action has been performed. If a transition from \( s \) to \( s' \) is labeled with a clock start event \( (C_n^+, w) \), then \( s' \) inherits the active clock set of \( s \) and adds to this set the started clock \( C_n \). Finally, in the case of a transition from \( s \) to \( s' \) labeled with a clock termination event \( C_n^- \), \( s' \) inherits the active clock set of \( s \) without such a terminated clock \( C_n \). Constraints \( b) \) and \( c) \) concern the legality of the outgoing transitions of a state. In particular, the former says that the name of a clock labeling a starting transition must be fresh (i.e. no clock with such a name must be currently in execution). The latter says that each state without \( \tau \) and \( (C_n^+, w) \) outgoing transitions must have a \( C_n^- \) outgoing transition for each active clock \( C_n' \). This definition
preserves both the maximal progress and the urgency of delays assumptions and, in each state where it is possible, guarantees the possibility of terminating each delay that is still active. The fourth requirement of Definition 6.1 implements the following constraint over the structure of IGSMPs which makes their theory simpler. The unique role of clock start transitions in an IGSMP must be to lead to a timed state where the started clocks are actually executed, hence the execution of such transitions cannot cause new behaviors to be performable by the IGSMP. As we will see in Chapter 7, such a constraint is satisfied by the semantic models of terms of the calculus of IGSMPs, hence we consider this constraint not to be really restrictive for our purposes. Formally, we require that the set of action transitions enabled after a clock start transition is a subset of (or equal to) the set of action transitions enabled before such a transition. This guarantees that no new behaviors can be introduced by clock start transitions because: (i) no new behavior beginning with a \( \tau \) transition can be executable after a clock start transition (states enabling clock start transitions cannot enable \( \tau \) transitions), and (ii) every potential behavior beginning with a transition \( a \) executable after a clock start transition can never be actually executed by hiding \( a \), because before the clock start transition there is a potential behavior beginning with the same action \( a \), which, when hidden, preempts the clock start (see the following Sect. 6.2.4 about the hiding of IGSMPs).

### 6.2.2 The Well-Named IGSMP Model

The model of well-named IGSMPs represents a canonical form for names of clocks used in an IGSMP which is based on the dynamic approach presented in Chapter 3 and makes it simple to develop an equivalence notion over IGSMPs which matches clocks with the same duration distribution.

The constraint on the use of clock names in an IGSMP that we consider concerns the names \( n \) which are used for clocks when they start. As we already explained the name used for a starting clock must be fresh, i.e. no clock with such a name must be currently in execution. The requirement that we now add is that the new clock name which is used must depend from the duration distribution \( f \) associated with the starting clock and from the names of the clocks (with the same distribution \( f \)) already in execution, according to a fixed rule. In particular, we take the set of clock names to be defined by \( C_{\text{Names}} = (PDF^+ \times \mathbb{N}^+) \), where \( "f,i" \) is a name for a clock with associated distribution \( f \). The name \( "f,i" \) which is used for a starting clock must be such that \( i \) is the least \( i \in \mathbb{N}^+ \) which is not used in the name of any clock with the same distribution \( f \) already in execution. Note that, using just duration distributions as clock names is not sufficient because indexes \( i \in \mathbb{N}^+ \) are needed in order to have different clock names when clocks with the same duration distribution are simultaneously executed.

By applying the dynamic name technique introduced in Chapter 3 to clock names, we have that, since the method to compute the index for a starting clock is fixed, clocks of systems that perform equivalent execution traces get the same names. As a consequence, when establishing equivalence of well-named IGSMPs we do not have to associate clock names (as, e.g., we did for interactive timed automata in Chapter 5) but we can rely on a simple extension of standard bisimilarity.
Since in a well-named IGSMP names for clocks cannot be chosen arbitrarily and the clock names which
are considered make it clear by themselves which is the duration distribution associated with a clock, with
respect to IGSMTSs (Definition 6.1), in the definition of well-named IGSMTSs we omit set $C$ and function
$D$.

**Definition 6.3** A well-named Interactive Generalized Semi-Markovian Transition System is a tuple $G = (\Sigma, \text{Act}, T_+, T_-, T_a)$ where $\Sigma$ and Act are defined as in Definition 6.1, while the definition of the transition relations $T_+, T_-$ and $T_a$ is obtained from that given in Definition 6.1 by substituting the constraint $b)$ of item 3 with:

$$b) \exists C_{f,i}, w. s \xrightarrow{(C_{f,i}, w)} i = \min\{j \mid j \in \mathbb{N}^+, C_{f,j} \not\in S(s)\}$$

Note that the new version of constraint $b)$ guarantees that the name used for a starting clock is always fresh
as required by the old version of constraint $b)$ (see Definition 6.1).

**Definition 6.4** A well-named Interactive Generalized Semi-Markov Process is a tuple $G = (\Sigma, \text{Act}, T_+, T_-, T_a, s_0)$, where $s_0 \in \Sigma$ is the initial state of the well-named IGSMP and $(\Sigma, \text{Act}, T_+, T_-, T_a)$ is a well-named
IGSMTS such that function $S$ in item 3 of Definition 6.1 also satisfies $S(s_0) = \emptyset$.

As an important remark, we would like to point out that, since the rule expressed by constraint $b)$ of Definition 6.4 reuses the indexes $i$ of terminated clocks, each IGSMP with a finite set of states can be
transformed into a well-named IGSMP with a finite set of states, by renaming clocks.

### 6.2.3 Parallel of Well-Named IGSMPs

Now, we address the problem of defining parallel composition à la CSP [109] of well-named IGSMPs, where
the standard actions of a given set $S$ are required to synchronize and the synchronization of two actions of
type $a$ is again an action of type $a$.

Intuitively, it should be clear that when composing in parallel two IGSMPs, a suitable renaming of
the clocks is necessary in order to obtain a IGSMP, i.e. preserve the requirements on transition relations
of Definition 6.2. Indeed composing in parallel two IGSMPs could lead to some conflict concerning the
identification of the clocks of the composed model through names. More precisely, we have to cope with
a name conflict whenever two clocks with the same name “$f,i$” are simultaneously in execution in both
IGSMPs. In such a case the same name identifies two different clocks by compromising the relationship
between the start and termination events of the two clocks. When considering well-named IGSMPs instead
of just IGSMPs we have in addition the problem of preserving the rule for the name of starting clocks
expressed by constraint $b)$ of Definition 6.4.

The solution that we adopt, which is taken from the dynamic name technique of Chapter 3, consists in
using $l$ and $r$ (left and right) as references to the two well-named IGSMPs $G', G''$ which are composed in parallel as $G' \parallel_S G''$ and relating each clock name locally used in $G'$ (or $G''$) to the well-named IGSMP $G'$ (or $G''$)
through the reference \( l \) (or \( r \)). In this way \( C_{f,l} \) \((C_{f,r})\) denotes the clock \( C_{f,i} \) executed by \( G' \) \((G'')\). In order to obtain a well-named IGSMP, when building the composed model, such “extended” names are renamed so that the rule for the name of starting clocks expressed by constraint \( b \) of Definition 6.4 is satisfied. For instance, let us suppose that both \( G' \) and \( G'' \) execute a clock with the same duration distribution \( f \). For both well-named IGSMPs in isolation we represent such an event by activating the clock \( C_{f,1} \). Somehow in the composed model we have to distinguish such clocks through names because they can be simultaneously in execution. Let us suppose that in \( G' \parallel S G'' \) the first delay with distribution \( f \) that starts is the one executed by \( G' \). According to the well-naming rule in the composed model such a clock must get name “\( f,1 \)”. Hence we map \( C_{f,1} \) to the “extended” name of the clock \( C_{f,1} \) executed by \( G' \), thus creating the following mapping:

\[
C_{f,1} \rightarrow C_{f,l}
\]
denoting that the first clock with distribution \( f \) of the composed model \( C_{f,1} \) corresponds to the first clock with distribution \( f \) of the lefthand well-named IGSMP. Then, if the second clock to be executed is the clock \( C_{f,1} \) belonging to the righthand well-named IGSMP, in the composed model we create the fresh name “\( f,2 \)” (according to the well-naming rule) and have in addition the following mapping:

\[
C_{f,2} \rightarrow C_{f,r}
\]

In Table 6.1 we present an example of execution of a composed model \( G' \parallel S G'' \) by showing how the mapping function (between the clock names of the composed model \( G' \parallel S G'' \) and the corresponding clock names locally used in \( G' \) and \( G'' \)) for clocks with distribution \( f \) evolves.

<table>
<thead>
<tr>
<th>Well-named IGSMPs</th>
<th>Composed Model</th>
<th>Mapping Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G' ) starts ( C_{f,1} )</td>
<td>( G' \parallel S G'' ) starts ( C_{f,1} )</td>
<td>( C_{f,1} \rightarrow C_{f,l} )</td>
</tr>
<tr>
<td>( G'' ) starts ( C_{f,1} )</td>
<td>( G' \parallel S G'' ) starts ( C_{f,2} )</td>
<td>( C_{f,1} \rightarrow C_{f,l} ), ( C_{f,2} \rightarrow C_{f,r} )</td>
</tr>
<tr>
<td>( G'' ) starts ( C_{f,2} )</td>
<td>( G' \parallel S G'' ) starts ( C_{f,3} )</td>
<td>( C_{f,1} \rightarrow C_{f,l} ), ( C_{f,2} \rightarrow C_{f,r} ), ( C_{f,3} \rightarrow C_{f,r} )</td>
</tr>
<tr>
<td>( G'' ) ends ( C_{f,1} )</td>
<td>( G' \parallel S G'' ) ends ( C_{f,2} )</td>
<td>( C_{f,1} \rightarrow C_{f,l} ), ( C_{f,3} \rightarrow C_{f,r} )</td>
</tr>
<tr>
<td>( G' ) starts ( C_{f,2} )</td>
<td>( G' \parallel S G'' ) starts ( C_{f,2} )</td>
<td>( C_{f,1} \rightarrow C_{f,l} ), ( C_{f,2} \rightarrow C_{f,l} ), ( C_{f,3} \rightarrow C_{f,r} )</td>
</tr>
</tbody>
</table>

Table 6.1: Renaming of the clocks in \( G' \parallel S G'' \)

By following such a procedure, we build the composed model by dynamically storing all current mappings
between the clock names of the composed model and the local clock names of the two well-named IGSMPs by employing a table (mapping function) for each distribution $f$. In general, when a clock $C_{f,i}$ with distribution $f$ is started by one of the two composed well-named IGSMPs, we do the following: (i) we choose the first index $j$ for the distribution $f$ which is unused in the composed model (by checking the table related to the duration probability distribution $f$), and we use the name “$f,j$” for the clock in the composed model; (ii) we add to the table related to distribution $f$ the mapping $C_{f,j} \longrightarrow C_{f,l_i}$ if the clock is executed by the lefthand well-named IGSMP or $C_{f,j} \longrightarrow C_{f,r_i}$ if the clock is executed by the righthand well-named IGSMP.

When a clock $C_{f,j}$ with distribution $f$ is terminated by one of the two composed well-named IGSMPs, we do the following: (i) we establish the name “$f,j$” associated with the terminating clock in the composed model by checking the table related to distribution $f$ (it must include $C_{f,j} \longrightarrow C_{f,l_i}$ if the clock is executed by the lefthand well-named IGSMP or $C_{f,j} \longrightarrow C_{f,r_i}$ if the clock is executed by the righthand well-named IGSMP); (ii) we remove from the table related to the duration probability distribution $f$ the mapping for the name “$f,j$” of the composed model.

Now we formally define the parallel composition $G_1 \parallel_S G_2$ of two well-named IGSMPs $G_1$ and $G_2$, where the synchronization set $S$ is a subset of $Act \setminus \{r\}$.

We denote with $Loc = \{l,r\}$, ranged over by $loc$ the set of locations, where $l$ stands for left and $r$ for right. We denote a mapping function, whose elements are pairs $(j, loc_i)$, with $mapf$ which ranges over the set $MapF$ of partial bijections from $\mathbb{N}^+ \times Loc \times \mathbb{N}^+$. Moreover, a global mapping $M$ is a relation from $PDF^+$ to $\mathbb{N}^+ \times (Loc \times \mathbb{N}^+)$ such that $\forall f \in PDF^+, M_f \in MapF$. $M$ is a global mapping including a mapping function for each different duration distribution. We denote the set of global mappings $M$ by $\mathcal{M}$. In the following we use the shorthand $f:(j, loc_i)$ for $(f,(j, loc_i)) \in M$. Finally we make use of the auxiliary function $n : MapF \longrightarrow \mathbb{N}^+$ that computes the new index to be used for a clock name according to the well-naming rule, by choosing the minimum index not used by the other clocks with the same distribution already in execution, i.e. $n(mapf) = \min \{k \mid k \not\in dom(mapf)\}$.

**Definition 6.5** The parallel composition $G_1 \parallel_S G_2$ of two well-named IGSMPs $G_1 = (\Sigma_1, Act, T_{+1}, T_{-1}, T_{a1}, s_{01})$ and $G_2 = (\Sigma_2, Act, T_{+2}, T_{-2}, T_{a2}, s_{02})$, with $S$ being the synchronization set, is the tuple $(\Sigma, Act, T_{+}, T_{-}, T_{a}, (s_{01}, s_{02}, \emptyset))$ with

- $\Sigma = \Sigma_1 \times \Sigma_2 \times M$ the set of states,
- $T_+ \subseteq (\Sigma \times C^+ \times \Sigma)$, $T_- \subseteq (\Sigma \times C^- \times \Sigma)$, and $T_a \subseteq (\Sigma \times Act \times \Sigma)$ are the least transition relations, such that $\forall (s_1, s_2, M) \in \Sigma$.

\[
\begin{align*}
1 & \quad s_1 \xrightarrow{\alpha} s_1', \quad \alpha \not\in S \quad \Longrightarrow \quad (s_1, s_2, M) \xrightarrow{\alpha} (s_1', s_2, M) \\
2 & \quad s_1 \xrightarrow{\alpha} s_1' \land s_2 \xrightarrow{a} s_2', \quad a \in S \quad \Longrightarrow \quad (s_1, s_2, M) \xrightarrow{a} (s_1', s_2', M)
\end{align*}
\]

\footnote{Given a relation $M$ from $A$ to $B$, we denote with $M_a$ the set $\{b \in B \mid (a, b) \in M\}$.}
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Figure 6.4: Example of Well-Named IGSMP

3₁: $s₁ \xrightarrow{(C_{f,i}^+, w)} s₁' \land s₂ \xrightarrow{\tau} \Rightarrow$
$(s₁, s₂, M) \xrightarrow{(C_{f,n(M_f)}^+, w)} (s₁', s₂, M \cup \{f : (n(M_f), l_i)\})$

4₁: $s₁ \xrightarrow{C_{f,i}^-} s₁' \land s₂ \xrightarrow{\tau} \land \beta C_{g,h}, w, s₂ \xrightarrow{(C_{g,h}^+, w)} \land f : (j, l_i) \in M \Rightarrow$
$(s₁', s₂, M - \{f : (j, l_i)\})$

and also the symmetric rules 1ₐ, 3ₐ, 4ₐ referring to the local transitions of $G₂$, which are obtained from the rules 1₁, 3₁, 4₁ by exchanging the roles of states $s₁ (s₁')$ and $s₂ (s₂')$ and by replacing $l_i$ with $r_i$, hold true.

• $(s₀₁, s₀₂, \emptyset) \in \Sigma$ the initial state

Each state $s \in \Sigma$ of the composed model is represented by a triple including a pair of states ($s₁ \in \Sigma₁$ and $s₂ \in \Sigma₂$) and an auxiliary memory $M$ containing all the mappings currently active in such a state. Rules 1 (2) describe the behavior of the composed model in the case of a standard action $α$ performed by one (or both, via a synchronization) well-named IGSMPs, when $α \notin S$ ($α \in S$). Rules 3 and 4 define the behavior of the composed model in the case of delays locally performed by components. When in $G₁$ ($G₂$) occurs a transition labeled with $(C_{f,i}^+, w)$, denoting the beginning of a delay with duration distribution $f$, then the new index $n(M_f)$ is determined for identifying the action at the level of the composed model, and the new mapping $f : (n(M_f), l_i) (f : (n(M_f), r_i))$ is added to $M$. Conversely, when in $G₁$ ($G₂$) occurs a transition labeled with $C_{f,i}^-$, denoting the termination of a clock with duration distribution $f$, the particular clock with index $j$ associated to $l_i (r_i)$ in $M_f$ terminates at the level of the composed model, and the index $j$ becomes available. Note that the negative clauses in the premises enforce the maximal progress and the urgency of delays assumptions.

Example 6.1 Call $G$ the well-named IGSMP of Fig. 6.4 which repeatedly executes delays with distribution $f$, we depict in Fig. 6.5 the well-named IGSMP $G || _{\emptyset} G$. In Fig. 6.4 and 6.5 and in the following we consider $C^+_{α,1}$ to be a shorthand for $<C^+_{α}, 1>$.  

Theorem 6.1 Let $G₁$ and $G₂$ be two well-named IGSMPs. Then for each $S \subseteq Act - \{τ\}$, $G₁ || _{S} G₂$ is a well-named IGSMP.
Figure 6.5: Example of Parallel Composition of Well-Named IGSMPs

Proof  Just a trivial consequence of the fact that the maximal progress and urgency of delays assumptions are enforced when composing well-named IGSMPs.

6.2.4 Hiding of Well-Named IGSMPs

Now, we address the problem of defining hiding of well-named IGSMPs, where the standard actions of a given set $L$ are turned into invisible $\tau$ actions.

As we already explained, the capability of hiding actions make it possible to turn visible “incomplete” actions into invisible “complete” ones, thus giving the possibility of building a complete system from several system components. In particular while a visible action transition (as long as it is enabled) can delay indefinitely before being performed, when such an action is turned into an invisible action it must be executed in zero time.

Now we formally define the hiding $\mathcal{G}/L$ of a well-named IGSMP $\mathcal{G}$, where the set $L$ of the visible actions to be hidden is a subset of $\text{Act} - \{\tau\}$.

Definition 6.6 The hiding $\mathcal{G}/L$ of a well-named IGSMP $\mathcal{G} = (\Sigma, \text{Act}, T_+, T_-, T_a, s_0)$ with $L$ being the set of visible actions to be hidden is the tuple $(\Sigma, \text{Act}, T_+, T_-, T_a, s_0)$ where $T_+ \subseteq (\Sigma \times \mathcal{C}^+ \times \Sigma)$, $T_- \subseteq (\Sigma \times \mathcal{C}^- \times \Sigma)$, and $T_a \subseteq (\Sigma \times \text{Act} \times \Sigma)$ are the least set of transitions, such that $\forall s \in \Sigma$. \footnote{In order to distinguish transition of $T_+, T_-$, and $T_a$ from transitions of $T_+$, $T_-$, and $T_a$ we denote the former with “$\alpha \rightarrow$” and the latter simply with “$\alpha \rightarrow$”.}

1. $s \xrightarrow{\alpha} s'$, $\alpha \notin L \Rightarrow s \xrightarrow{\alpha} s'$
2. $s \xrightarrow{a} s'$, $a \in L \Rightarrow s \xrightarrow{\tau} s'$
3. $s \xrightarrow{\theta} s'$, $\exists a \in L, s \xrightarrow{a} \Rightarrow s \xrightarrow{\theta} s'$

\footnote{In order to distinguish transition of $T_+, T_-$ and $T_a$ from transitions of $T_+$, $T_-$ and $T_a$ we denote the former with “$\alpha \rightarrow$” and the latter simply with “$\alpha \rightarrow$”.}
Rules 1 and 2 are standard. Rule 3 says that the effect of the hiding operator over states of $G$ which enable standard actions in $L$ is to preempt all clock related transitions according to the maximal progress assumption.

**Theorem 6.2** Let $G$ be a well-named IGSMP. Then for each $L \subseteq Act - \{\tau\}$, $G/L$ is a well-named IGSMP.

**Proof** Just a trivial consequence of the fact that the maximal progress assumption is enforced when hiding well-named IGSMPs.

### 6.2.5 Equivalence of Well-Named IGSMPs

Now we will introduce a notion of strong and weak bisimulation over well-named IGSMPs. In particular weak bisimulation matches start and termination events of clocks with the same duration distribution by using strong bisimulation, deals with probabilistic choices similarly as in [117], and abstracts from standard $\tau$ actions similarly as in [122]. In the following Chapter 7 we will show weak bisimulation to be a congruence with respect to both parallel composition and hiding. In our context we express cumulative probabilities by aggregating weights.

**Definition 6.7** Let $G = (\Sigma, Act, T_+, T_-, T_a)$ be a well-named IGSMTS. The function $TW : \Sigma \times PDF^+ \times P(\Sigma) \rightarrow \mathbb{R}^+ \cup \{0\}$, which computes the aggregated weight that a state $s \in \Sigma$ reaches a set of states $I \in P(\Sigma)$ by starting a delay with duration distribution $f \in PDF^+$ is defined as:

$$TW(s, f, I) = \sum \{ |w| \mid \exists i \in \mathbb{N}^+, s' \in I. s \xrightarrow{\langle C_f^+, w \rangle} s' \}$$

We are now in a position to define the notion of strong bisimilarity for well-named IGSMPs. Let $NPAct = Act \cup C^-$, the set of non-probabilistic actions, be ranged over by $\sigma$.

**Definition 6.8** Let $G = (\Sigma, Act, T_+, T_-, T_a)$ be a well-named IGSMTS. An equivalence relation $\beta$ on $\Sigma$ is a strong bisimulation iff $s_1 \beta s_2$ implies

- for every $\sigma \in NPAct$,
  $$s_1 \xrightarrow{\sigma} s'_1 \text{ implies } s_2 \xrightarrow{\sigma} s'_2 \text{ for some } s'_1, s'_2,$$
- for every $f \in PDF^+$ and equivalence class $I$ of $\beta$,
  $$TW(s_1, f, I) = TW(s_2, f, I)$$

\[\text{We use } |\ | \text{ and } \{\ | \} \text{ to denote multiset parentheses. The summation of an empty multiset is assumed to yield 0. Since the method for computing the new index of a delay } f \text{ that starts in a state } P \text{ is fixed, we have that several transitions } f^+ \text{ leaving } P \text{ have all the same index } i.\]
Two states $s_1$ and $s_2$ are strongly bisimilar, denoted by $s_1 \sim s_2$, iff $(s_1, s_2)$ is included in some strong bisimulation. Two well-named IGSMPs $(G_1, s_{0,1})$ and $(G_2, s_{0,2})$ are strongly bisimilar, if their initial states $s_{0,1}$ and $s_{0,2}$ are strongly bisimilar in the well-named IGSMTS obtained with the disjoint union of $G_1$ and $G_2$.

The definition of weak bisimilarity is an adaptation of that presented in [105, 99] to our context.

Let $\overset{\sigma}{\longrightarrow} = (\overset{\tau}{\longrightarrow})^* \overset{\sigma}{\longrightarrow} (\overset{\tau}{\longrightarrow})^*$, i.e. a sequence of transitions including a single $\sigma$ transition and any number of $\tau$ transitions. Moreover, we define $\overset{\sigma}{\overset{\tau}{\longrightarrow}} = \overset{\tau}{\longrightarrow}$ if $\sigma \neq \tau$ and $\overset{\tau}{\longrightarrow} = (\overset{\tau}{\longrightarrow})^*$, i.e. a possibly empty sequence of $\tau$ transitions. Moreover we let $I^\tau$ denote the set of processes that may silently evolve into an element of $I$, i.e. $I^\tau = \{s_1 | \exists s_2 \in I : s_1 \overset{\tau}{\longrightarrow} s_2\}$.

**Definition 6.9** Let $G = (\Sigma, Act, T_+, T_-, T_a)$ be a well-named IGSMTS. An equivalence relation $\beta$ on $\Sigma$ is a weak bisimulation iff $s_1 \sim s_2$ implies

- for every $\sigma \in NPAct$ and $s_1' \in \Sigma$,

  $s_1 \overset{\sigma}{\longrightarrow} s_1'$ implies $s_2 \overset{\sigma}{\longrightarrow} s_2'$ for some $s_2'$ with $s_1' \sim s_2'$,

- for every $s_1' \in \Sigma$,

  $s_1 \overset{\tau}{\longrightarrow} s_1'$ implies $s_2 \overset{\tau}{\longrightarrow} s_2'$ for some $s_2'$ such that, for every $f \in PDF^+$ and equivalence class $I$ of $\beta$,

  $$TW(s_1', f, I^\tau) = TW(s_2', f, I^\tau)$$

Two states $s_1$ and $s_2$ are weakly bisimilar, denoted by $s_1 \approx s_2$, iff $(s_1, s_2)$ is included in some weak bisimulation. Two well-named IGSMPs $(G_1, s_{0,1})$ and $(G_2, s_{0,2})$ are weakly bisimilar, if their initial states $s_{0,1}$ and $s_{0,2}$ are weakly bisimilar in the well-named IGSMTS obtained with the disjoint union of $G_1$ and $G_2$.

As for IWMCs (see Chapter 4), in the definition of equivalence we do not express conditions about the stability of bisimilar states as done in [105, 99] because, as we will see in Chapter 7 where we introduce the calculus of IGSMPs, we will be interested in obtaining a congruence result only for strongly guarded processes of the calculus.

Similarly as in [105, 99] it is possible to reformulate weak bisimilarity in the following way, which is simpler but less intuitive.

**Theorem 6.3** Let $G = (\Sigma, Act, T_+, T_-, T_a)$ be a well-named IGSMTS. An equivalence relation $\beta$ on $\Sigma$ is a weak bisimulation iff $s_1 \beta s_2$ implies

- for every $\sigma \in NPAct$ and $s_1' \in \Sigma$,

  $s_1 \overset{\sigma}{\longrightarrow} s_1'$ implies $s_2 \overset{\sigma}{\longrightarrow} s_2'$ for some $s_2'$ with $s_1' \beta s_2'$,
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- \( s_2 \xrightarrow{\tau} s'_2 \) for some \( s'_2 \) such that, for every \( f \in PDF^+ \) and equivalence class \( I \) of \( \beta \),
  \[ TW(s_1, f, I) = TW(s'_2, f, I) \]

The proof that this reformulation is correct derives from that given in [99], simply by substituting rates of exponential distributions with weights.

Example 6.2 In Fig. 6.6 we depict the minimal semantic model for the well-named IGSMP of Fig. 6.5, which is obtained by merging weakly bisimilar states. The weight 2 of the initial transition derives from the aggregation of the weights of the two initial transitions in the model of Fig. 7.3. However since in the initial state there is no alternative to such a transition, its weight is not relevant for the actual behavior (in isolation) of the IGSMP.

6.3 Deriving the Performance Model from an IGSMP

In this section we show how to formally derive a GSMP from an IGSMP system specification. In particular this transformation is possible only if the specification of the system is complete both from the interaction and from the performance point of view.

An IGSMP specification is complete from the interaction viewpoint if the system specified is not a part of a larger system which may influence its behavior, hence when every standard action appearing in the IGSMP is an internal \( \tau \) action.

An IGSMP specification is complete from the performance viewpoint if all the choices in which the specified system may engage are quantified probabilistically. This means that the IGSMP must not include silent states actually leading to a non-deterministic choice among different future behaviors. In other words a silent state either must have only one outgoing \( \tau \) transition, or all its outgoing \( \tau \) transitions must lead to equivalent behaviors. This notion can be formally defined as follows: An IGSMP is complete w.r.t.
performance if it can be reduced, by aggregating weakly bisimilar states (see Sect. 6.2.5), to a model without silent states.

Provided that a Well-Named IGSMP $G = (\Sigma, \text{Act}, T_+, T_-, T_a, s_0)$ satisfies these two conditions, we now present a formal procedure for deriving the GSMP representing the performance behavior of $G$.

### 6.3.1 Elimination of $\tau$ Actions

The first phase is to minimize the state space $\Sigma$ of the Well-Named IGSMP $G$ by aggregating states that are equivalent according to the notion of weak bisimulation defined in Sect. 6.2.5. Since we supposed that the $G$ satisfies the two conditions above, a side effect of this minimization is that all $\tau$ actions disappear from $G$.

We denote the resulting Well-Named IGSMP with $G_m = (\Sigma_m, \text{Act}, T_{+,m}, T_{-,m}, T_{a,m}, s_0)$, where $m$ stands for “minimal”. We have $T_{a,m} = \emptyset$, hence $\Sigma_m$ includes probabilistic states, timed states and waiting states only.

### 6.3.2 Solution of Probabilistic Trees

The second phase is the transformation of every probabilistic tree present in the semantic model into a single probabilistic choice. A probabilistic tree is formed by the possible probabilistic paths that go from a given probabilistic state (the root of the tree) to a timed or waiting state (a leaf of the tree). Note that such trees cannot include loops composed of one or more transitions, because after each clock start the number of clocks in execution strictly increases. To be precise, such trees are directed acyclic graphs (DAGs) with root, since a node may have multiple incoming arcs. The probabilistic trees are flattened into a single choice that goes directly from the root to the leaves of the tree, with the following inductive procedure.

Initially (at step 0) we transform our semantic model by turning all weights into the corresponding probability values. We denote the resulting LTS with $(S_{G,p,0}, L_p, \longrightarrow_{G,p,0}, s_{G,0})$, where $p$ stands for “probabilistic”, where:

- $S_{G,p,0} = \Sigma_m$ is the set of states
- $L_p = \mathbb{R}_{[0,1]} \cup T\text{Act}^-$ is the set of transition labels, where positive real numbers represent probabilities
- $\longrightarrow_{G,p,0} = (T_{-,m} \cup \{(s, \text{prob}, s') \mid \exists f, i, w : (s, <f^+_i, w>, s') \in T_{+,m} \land \text{prob} = w/TW(s)\})$ is the transition relation, where:
  \[
  TW(s) = \sum \| w \| \exists f, i, s' : (s, <f^+_i, w>, s') \in T_{+,m} \]
- $s_{G,0} = s_0$ is the initial state

Hence now we have a semantic model with clock termination transitions and probabilistic transitions labeled by a probability $\text{prob}$. Note that clock start events are removed from transition labels. The occurrence of such events becomes implicit in the representation of system behavior similarly as in GSMPs.
At the \(k\)-th step, beginning from the LTS \((S_{\tilde{G},p,k-1}, L_p, \overset{f^-}{\rightarrow}_p, s_{\tilde{G},0})\) we eliminate a node in a probabilistic tree, thus reducing its size. This is done by considering a probabilistic state \(s \in S_{\tilde{G},p,k-1}\) with incoming probabilistic transitions. Such transitions are removed and replaced by a new set of probabilistic transitions which are determined in the following way. Each incoming probabilistic transition is divided into multiple transitions, one for each probabilistic transition that leaves the state \(s\). Its probability is distributed among the new transitions in parts that are proportional to the probabilities of the transitions that leave \(s\).

Moreover, if \(s\) has no incoming clock termination transitions, then \(s\) is eliminated together with its outgoing probabilistic transitions. Therefore the resulting LTS \((S_{\tilde{G},p,k}, L_p, \overset{f^-}{\rightarrow}_p, s_{\tilde{G},0})\), is defined by:

- \(S_{\tilde{G},p,k} =\)
  \[
  \begin{cases}
  S_{\tilde{G},p,k-1} & \text{if } \exists f, i, s': s' \overset{f^-}{\rightarrow}_p s, \\
  S_{\tilde{G},p,k-1} - \{s\} & \text{otherwise}
  \end{cases}
  \]

- \(\overset{\text{prob}}{\rightarrow}_p = (\overset{\text{prob}}{\rightarrow}_p \cap S_{\tilde{G},p,k-1} \times TAct^- \times S_{\tilde{G},p,k-1}) \cup \{(s', \text{prob}, s'') | s', s'' \in S_{\tilde{G},p,k} \land s'' \neq s \land \text{MultiProb}_s(s', s'') \neq \emptyset \land \text{prob} = \sum \text{MultiProb}_s(s', s'')\}\)

where:

- \(\text{MultiProb}_s(s', s'') = \{\text{prob} | s' \overset{\text{prob}}{\rightarrow}_p s, s'' \in S_{\tilde{G},p,k-1} \land s'' \neq s \land (\exists \text{prob}', \text{prob}'': s' \overset{\text{prob}'}{\rightarrow}_p s \land s \overset{\text{prob}''}{\rightarrow}_p s'' \land \text{prob} = \text{prob}' \cdot \text{prob}'')\}\)

The algorithm terminates when we reach \(k\) for which \(\exists s \in S_{\tilde{G},p,k-1}\) with \(s\) probabilistic state with incoming probabilistic transitions. Since at every step we eliminate a node in a probabilistic tree of the initial semantic model, thus reducing its size, we are guaranteed that this will eventually happen. Let \(t\) be such \(k\).

The LTS that results from this second phase is denoted by \((S_{\tilde{G},p,k}, L_p, \overset{\text{prob}}{\rightarrow}_p, s_{\tilde{G},0}) = (S_{\tilde{G},p,t}, L_p, \overset{\text{prob}}{\rightarrow}_p, s_{\tilde{G},0})\).

If the nodes of a probabilistic tree are eliminated by following a breadth-first visit from the root, it can be easily seen that the time complexity of the algorithm above is just linear in the number of probabilistic transitions forming the tree (the DAG). This because by following this elimination ordering, each node to be eliminated has one ingoing probabilistic transition only.

### 6.3.3 Derivation of the GSMP

Now we show how to derive a generalized semi-Markov process \((S, El, ElPDF, ElSt, Dec, \overset{\text{prob}}{\rightarrow}_p, Pr, P_{\text{init}})\), see Sect. 2.2.6, from the semantic model obtained at the end of the previous phase. With respect to the
general definition of a GSMP given in Sect. 2.2.6, we have that in an IGSMP all elements (clocks) decay at rate 1, i.e. they all advance uniformly with time at the same speed.

The performance model $\mathcal{P}[\mathcal{G}]$ of a Well-Named IGSMP $\mathcal{G}$ is derived from the LTS $(S_{\mathcal{G},p}, L_p, \longrightarrow_{\mathcal{G},p}, s_{\mathcal{G},0})$ as follows.

The elements of the GSMP are the clocks $C_{f,i}$ labeling the transitions of $\longrightarrow_{\mathcal{G},p}$. The states of the GSMP are the timed and waiting states of $S_{\mathcal{G},p}$. A transition leaving a state of the GSMP is derived beginning from a clock termination transition leaving the corresponding timed state of $S_{\mathcal{G},p}$ and, in the case this transition leads to a probabilistic state, from a probabilistic transition leaving this state. The timed or waiting state of $S_{\mathcal{G},p}$ reached in this way is the state of the GSMP the derived transition leads to. Note that we are certain to reach a timed or waiting state because all probabilistic trees have been solved and, consequently (see Sect. 6.3.2) probabilistic states cannot have incoming probabilistic transitions. Each transition of the GSMP is labeled by the element $C_{f,i}$ terminating in the corresponding termination transition. The probability associated with a transition of the GSMP (function $Pr$) is the probability of the corresponding probabilistic transition (or probability 1 if the transition is derived from a clock termination transition leading directly to a timed or waiting state).

The performance semantics of a Well-Named IGSMP $\mathcal{G}$ is defined as follows.

**Definition 6.10** The performance semantics $\mathcal{P}[\mathcal{G}]$ of a Well-Named IGSMP $\mathcal{G}$ is a GSMP represented by the tuple:

$$\mathcal{P}[\mathcal{G}] = (S, El, ElPDF, ElSt, \longrightarrow, Pr, P_{init})$$

where:

- $S = \{ s \in S_{\mathcal{G},p} | \nexists \text{prob, } s' : s \xrightarrow{\text{prob}}_{\mathcal{G},p} s' \}$
- $El = \{ C_{f,i} | \exists s, s' : s \xrightarrow{C_{f,i}}_{\mathcal{G},p} s' \}$
- $\forall C_{f,i} \in El. ElPDF(C_{f,i}) = f$
- $\forall s \in S. ElSt(s) = \{ C_{f,i}^- | \exists s' : s \xrightarrow{C_{f,i}^-}_{\mathcal{G},p} s' \}$
- $\forall s \in S. \forall C_{f,i} \in ElSt(s). Dec(C_{f,i}, s) = 1$
- We let $\longrightarrow = \longrightarrow_1 \cup \longrightarrow_2$ where:
  - $\longrightarrow_1 = \{ (s, C_{f,i}^+, s') | s \xrightarrow{C_{f,i}^+}_{\mathcal{G},p} s' \land s' \in S \}$
  - $\longrightarrow_2 = \{ (s, C_{f,i}^+, s') | \exists s'', \text{prob} : s \xrightarrow{\text{prob}}_{\mathcal{G},p} s'' \land s'' \xrightarrow{\text{prob}}_{\mathcal{G},p} s' \}^5$

$^5$The transition relations $\longrightarrow_1$ and $\longrightarrow_2$ are disjoint. This because the only transition in $\longrightarrow_{\mathcal{G},p}$ that leaves state $s$ and is labeled by a given element $C_{f,i}^-$ leads either to a probabilistic state or to a timed/waiting state.
• \( \forall s, s' \in S; C_{f,i}^\rightarrow \in \text{ElSt}(s) \) such that \( s \xrightarrow{C_{f,i}^\rightarrow} s' \)
  
  - if \( s \xrightarrow{C_{f,i}^\rightarrow} s' \) let \( \Pr(s, C_{f,i}^\rightarrow, s') = 1 \)
  
  - if \( s \xrightarrow{C_{f,i}^\rightarrow} s' \) let \( \Pr(s, C_{f,i}^-; s') \) be the unique \( \text{prob} \) such that:
    \[
    \exists s'' : s \xrightarrow{C_{f,i}^-} g, p s'' \land s'' \xrightarrow{\text{prob}} g, p s'
    \]

• \( P_{\text{init}} \) is defined as follows:
  
  - if \( s_{g,0} \in S \) then:
    
    * \( P_{\text{init}}(s_{g,0}) = 1 \)
    
    * \( P_{\text{init}}(s) = 0 \) \( \forall s \in S, s \neq s_{g,0} \)
  
  - if \( s_{g,0} \not\in S \) then \( \forall s \in S \):
    
    * \( P_{\text{init}}(s) = \text{prob} \) if \( s_{g,0} \xrightarrow{\text{prob}} g, p s \)
    
    * \( P_{\text{init}}(s) = 0 \) if \( \not\exists \text{prob} : s_{g,0} \xrightarrow{\text{prob}} g, p s \)

**Example 6.3** In Fig. 6.7 we show the GSMP derived, by applying the formal translation we have presented, from the Well-Named IGSMP of Fig. 6.5. In particular the GSMP is obtained, as described above, from the minimal model of Fig. 6.6. Since such model does not include standard action transitions the system considered is complete both from the interactive and the performance viewpoints. In the GSMP of Fig. 6.7 the states are labeled by the active elements and the transitions with the terminating elements. The probability \( \Pr \) associated to each transition of the GSMP (see Chapter 2) that is shown in the picture is 1. Moreover \( P_{\text{init}} \) is 1 for the unique state of the GSMP (it is pointed by the arrow to point out the fact that it is the initial state). The elements \( e_1 \) and \( e_2 \) represent the clocks \( C_{f,1} \) and \( C_{f,2} \) respectively, and the probability distribution function of both is given by function \( f \).

\[
\text{ElPDF}(e_1) = f, \text{ElPDF}(e_2) = f
\]

**Figure 6.7**: Derived GSMP
6.4 Interactive Stochastic Timed Transition Systems

In this section we introduce Interactive Stochastic Timed Transition Systems (ISTTSs) that will be used in the next section to define a semantics for IGSMPs. We first briefly introduce some basic notions about probability spaces.

6.4.1 Probability Spaces

In this section we recall some basic notions related to measure theory and we introduce some notation that will be used in the rest of the chapter.

Definition 6.11 A σ-algebra on a set Ω, denoted by $\mathcal{F}$, is a family of subsets of Ω that contains Ω and is closed under complementation and countable union. The elements of a σ-algebra $\mathcal{F}$ are called measurable sets. The pair $(\Omega, \mathcal{F})$ is called a measurable space.

Definition 6.12 The Borel σ-algebra on a set Ω with a topology, denoted by $\mathcal{B}(\Omega)$, is defined to be the σ-algebra generated by the open subsets (or equivalently, by the closed subsets) of Ω.

Definition 6.13 A finite measure $\mu$ on a measurable space $(\Omega, \mathcal{F})$ is a function that assigns a non-negative real value to each element of $\mathcal{F}$, such that $\mu(\emptyset) = 0$ and, supposing $\{C_i\}_{i \in I}$, with $I \subseteq \mathbb{N}$, to be a family of disjoint elements of $\mathcal{F}$, $\mu(\bigcup_{i \in I} C_i) = \sum_{i \in I} \mu(C_i)$. The triple $(\Omega, \mathcal{F}, \mu)$ is called a measure space. If we have in addition that $\mu(\Omega) = 1$, then the triple $(\Omega, \mathcal{F}, \mu)$ is also called a probability space.

We now define some operations over measure spaces and probability spaces.

Definition 6.14 Let $(\Omega, \mathcal{F}, \mu)$ be a measure space and let $f$ be a function defined on Ω, then $f(\Omega, \mathcal{F}, \mu)$ denotes the triple $(f(\Omega), \{C \subseteq f(\Omega) \mid f^{-1}(C) \in \mathcal{F}\}, \mu')$, where $\forall C \subseteq f(\Omega). \mu'(C) = \mu(f^{-1}(C))$.

It is easy to verify that, since $(\Omega, \mathcal{F}, \mu)$ is a measure space, $f(\Omega, \mathcal{F}, \mu)$ is a measure space as well. Such a measure space is called the measure space induced by $f$ from $(\Omega, \mathcal{F}, \mu)$. Moreover if $(\Omega, \mathcal{F}, \mu)$ is a probability space, then $f(\Omega, \mathcal{F}, \mu)$ is a probability space as well.

Definition 6.15 Let $(\Omega, \mathcal{F}, \mu)$ and $(\Omega'', \mathcal{F}'', \mu'')$ be two measure spaces, then $(\Omega, \mathcal{F}, \mu) + (\Omega'', \mathcal{F}'', \mu'')$ denotes the triple $(\Omega', \mathcal{F}', \mu')$, where $\forall C \subseteq \Omega'. \mu'(C) = \mu(C \cap \Omega') + \mu''(C \cap \Omega'')$.

It is easy to verify that, since $(\Omega, \mathcal{F}, \mu)$ is a measure space, $\cdot (\Omega, \mathcal{F}, \mu)$ is a probability space as well.

Definition 6.16 Let $(\Omega', \mathcal{F}', \mu')$ and $(\Omega'', \mathcal{F}'', \mu'')$ be two measure spaces, then $(\Omega', \mathcal{F}', \mu') + (\Omega'', \mathcal{F}'', \mu'')$ denotes the triple $(\Omega', \mathcal{F}', \mu')$, where $\forall C \subseteq \Omega'. \mu'(C) = \mu'(C \cap \Omega') + \mu''(C \cap \Omega'')$. 


It is easy to verify that, since \((\Omega', \mathcal{F}', \mu')\) and \((\Omega'', \mathcal{F}'', \mu'')\) are measure spaces, \((\Omega', \mathcal{F}', \mu') + (\Omega'', \mathcal{F}'', \mu'')\) is a measure space as well. Moreover, considering a set of probability spaces \(\{(\Omega_i, \mathcal{F}_i, \mu_i)\}_{i \in I}\), with \(I \subseteq \mathbb{N}\) finite index set, and a set \(\{p_i\}_{i \in I}\) of positive real numbers such that \(\sum_{i \in I} p_i = 1\), we have that \(\sum_{i \in I} p_i \cdot (\Omega_i, \mathcal{F}_i, \mu_i)\) is a probability space.

**Definition 6.17** Let \((\Omega', \mathcal{F}', \mu')\) and \((\Omega'', \mathcal{F}'', \mu'')\) be two measure spaces, then \((\Omega', \mathcal{F}', \mu') \cdot (\Omega'', \mathcal{F}'', \mu'')\) denotes the triple \((\Omega' \times \Omega'', \{C' \times C'' \mid C' \in \mathcal{F}' \land C'' \in \mathcal{F}''\}, \mu')\), where \(\forall C' \subseteq \Omega', C'' \subseteq \Omega'', \mu'(C' \times C'') = \mu'(C') \cdot \mu''(C'')\).

It is easy to verify that, since \((\Omega', \mathcal{F}', \mu')\) and \((\Omega'', \mathcal{F}'', \mu'')\) are measure spaces, \((\Omega', \mathcal{F}', \mu') \cdot (\Omega'', \mathcal{F}'', \mu'')\) is a measure space as well. Moreover, if \((\Omega, \mathcal{F}, \mu)\) is a probability space, then \((\Omega', \mathcal{F}', \mu') \cdot (\Omega'', \mathcal{F}'', \mu'')\) is a probability space as well.

We now show that a probability distribution function on real numbers defines a unique probability space over the Borel \(\sigma\)-algebra of real numbers.

**Theorem 6.4** Let \(F \in PDF\) be a probability distribution function on \(\mathbb{R}\). There is a unique probability measure \(P\) on \(\mathcal{B}(\mathbb{R})\) such that \(\forall a, b \in \mathbb{R}, a < b. P((a, b]) = F(b) - F(a)\).

Finally, we present a notion of equivalence over measure spaces which relates measure spaces with different domains by assuming that they assign measure 0 to the every set of elements not included in their domain.

**Definition 6.18** Let \((\Omega', \mathcal{F}', \mu')\) and \((\Omega'', \mathcal{F}'', \mu'')\) be measure spaces. We say that \((\Omega', \mathcal{F}', \mu')\) is equivalent to \((\Omega'', \mathcal{F}'', \mu'')\), written \((\Omega', \mathcal{F}', \mu') \approx (\Omega'', \mathcal{F}'', \mu'')\), if \(\forall C' \in \mathcal{F}' \land \Omega' \subseteq \Omega'', \mu'(C' \cap \Omega') = \mu''(C' \cap \Omega'')\) and \(\forall C'' \in \mathcal{F}'' \land \Omega'' \subseteq \Omega', \mu''(C'' \cap \Omega'') = \mu''(C'\cap \Omega')\).

Note that the definition above implies that if \((\Omega', \mathcal{F}', \mu') \approx (\Omega'', \mathcal{F}'', \mu'')\) then both \(\Omega' - \Omega'' \in \mathcal{F}'\) with \(\mu'(\Omega' - \Omega'') = 0\) and \(\Omega'' - \Omega' \in \mathcal{F}''\) with \(\mu''(\Omega'' - \Omega') = 0\).

### 6.4.2 The ISTTS Model

In this section we formally introduce Interactive Stochastic Timed Transition Systems (ISTTS) which include three type of transitions: *standard action transitions*, representing the interactive behavior of a system component, *probabilistic transitions* (expressed by means of probability spaces) representing (infinitely branching) probabilistic choices and *numeric time transitions* representing a fixed temporal delay.

As far as standard actions are concerned they have exactly the same behavior as in IGSMPs. In ISTTS non-deterministic choices can arise not only from transitions labeled with standard visible actions (like in IGSMPs), but also from transitions representing the passage of time. As usual in the real time literature (see e.g. [132]), several timed transition leaving a state offer the possibility to the observer to choose the amount of time after which he wants to observe the status of the system.

In ISTTS we have two different kinds of state:
• **silent states** which are exactly like in IGSMPs.

• **probabilistic states** enabling probabilistic transitions, expressed by a probability space $PS$, and (possibly) visible action transitions $a$ only. In such states the ISTTS just chooses a new state in zero time according to the probability space and may potentially interact with the environment through one of its visible actions (see e.g. Fig. 6.8.a).

• **timed states** enabling numeric timed transitions $t$ and (possibly) visible action transitions $a$ only. In such states the ISTTS just performs a non-deterministic choice among the numeric timed transitions (which cause the amount of time labeling the transition to pass) and may potentially interact with the environment through one of its visible actions (see e.g. Fig. 6.8.b).

Figure 6.8: Some examples of possible states of an ISTTS

In the following we present the formal definition of Interactive Stochastic Timed Transition System (ISTTS), then we will define Rooted Interactive Stochastic Timed Transition Systems as ISTTSs possessing an initial state. Formally, given a time domain $TD \subseteq \mathbb{R}^+ \cup \{0\}$, we use $t, t', \ldots$, representing time values, to range over $TD$.

**Definition 6.19** An Interactive Stochastic Timed Transition System (ISTTS) is a tuple $D = (\Sigma, TD, Act, P, T_t, T_a)$ with

- $\Sigma$ a possibly infinite set of states,
- $TD$ a time domain, i.e. the set of possible values over which the labels of the numeric timed transitions range,
- $Act$ a set of standard actions,
- $P : \Sigma' \to PS(\Sigma - \Sigma')$, where $\Sigma' \subseteq \Sigma$ and $PS(\Sigma'')$ denotes the family of probability spaces $(\Sigma'', F, \mu)$ over sets of states $\Sigma'' \subseteq \Sigma''$, the probabilistic transition relation which associates a probability space with some of the states of the ISTTS; and $T_t \subseteq (\Sigma \times TD \times \Sigma)$ and $T_a \subseteq (\Sigma \times Act \times \Sigma)$ two transition relations representing time passage and action execution, respectively. $P$, $T_t$ and $T_a$ must be such that $\forall s \in \Sigma$.

\[
\begin{align*}
- s & \xrightarrow{\tau} \iff s \notin \text{dom}(P) \land \not \exists t.s \xrightarrow{t} \\
- s & \in \text{dom}(P) \implies \exists t.s \xrightarrow{t}
\end{align*}
\]
- $s \xrightarrow{\tau} \lor \exists t. s \xrightarrow{t} \lor s \in \text{dom}(P)$

**Definition 6.20** A Rooted Interactive Stochastic Timed Transition System (RISTTS) is a tuple $\mathcal{D} = (\Sigma, TD, Act, P, T_1, T_2, s_0)$, where $s_0 \in \Sigma$ is the initial state and $(\Sigma, TD, Act, P, T_1, T_2)$ is an ISTTS.

The meaning of the constraints over transition relations is the following. The first requirement says that (similarly as in IGSMPs) if a state can perform internal $\tau$ actions then it can perform neither probabilistic transitions nor timed transitions (maximal progress assumption). The second requirement says that (similarly as in IGSMPs) if a state can perform probabilistic transitions then it cannot perform timed transitions (urgency of choices assumption). The third requirement says that (similarly as in IGSMPs) we cannot have states where time is not allowed to pass (time deadlocks).

### 6.4.3 Parallel of Rooted ISTTSs

Now we define, similarly as for IGSMPs, the parallel composition à la CSP of RISTTSs.

In such a parallel composition the discrete timed transitions of the composed RISTTSs are constrained to synchronize, so that the same amount of time passes for both systems, i.e. when time advances for one RISTTS it must also advance for the other RISTTS.

**Definition 6.21** The parallel composition $\mathcal{D}_1 \parallel S \mathcal{D}_2$ of two RISTTSs $\mathcal{D}_1 = (\Sigma_1, TD, Act, P_1, T_{1,1}, T_{1,2}, s_{0,1})$ and $\mathcal{D}_2 = (\Sigma_2, TD, Act, P_2, T_{2,1}, T_{2,2}, s_{0,2})$, with $S \subseteq \text{Act} \setminus \{\tau\}$ being the synchronization set, is the tuple $(\Sigma, TD, Act, P, T_1, T_2, (s_{0,1}, s_{0,2}))$ with:

- $\Sigma = \Sigma_1 \times \Sigma_2$ the set of states
- $P$ the partial function defined over $\Sigma_1 \times \Sigma_2$ obtained from $P_1$ and $P_2$ as follows: $\forall s_1 \in \Sigma_1, s_2 \in \Sigma_2$.
  
  $P(s_1, s_2) = \text{Id}_{s_2}^1(P_1(s_1))$ if $s_1 \in \text{dom}(P_1) \land s_2 \xrightarrow{t} s_2'$
  
  $P(s_1, s_2) = \text{Id}_{s_1}^2(P_2(s_2))$ if $s_2 \in \text{dom}(P_2) \land s_1 \xrightarrow{t} s_1'$
  
  $P(s_1, s_2) = P(s_1) \cdot P(s_2)$ if $s_1 \in \text{dom}(P_1) \land s_2 \in \text{dom}(P_2)$
  
  $P(s_1, s_2)$ is not defined otherwise

with $\text{Id}_{s_2}^1 : \Sigma_1 \rightarrow (\Sigma_1 \times \{s_2\})$ defined by $\forall s \in \Sigma_1, \text{Id}_{s_2}^1(s) = (s, s_2)$ and $\text{Id}_{s_1}^2 : \Sigma_2 \rightarrow (\{s_1\} \times \Sigma_2)$ defined by $\forall s \in \Sigma_2, \text{Id}_{s_1}^2(s) = (s_1, s)$.

- $T_1 \subseteq (\Sigma \times TD \times \Sigma)$ and $T_0 \subseteq (\Sigma \times Act \times \Sigma)$ the least transition relations, such that
  
  $1_s \xrightarrow{\alpha} s'_1, \alpha \not\in S \implies (s_1, s_2) \xrightarrow{\alpha} (s'_1, s_2)$
  
  $1_s \xrightarrow{\alpha} s'_1, \alpha \not\in S \implies (s_1, s_2) = (s_1', s_2)$
  
  $2_s \xrightarrow{\alpha} s'_1 \land s_2 \xrightarrow{\alpha} s'_2, \alpha \in S \implies (s_1, s_2) = (s'_1, s'_2)$
  
  $3_s \xrightarrow{t} s'_1 \land s_2 \xrightarrow{t} s'_2 \implies (s_1, s_2) \xrightarrow{t} (s'_1, s'_2)$
• \((s_{0,1}, s_{0,2}) \in \Sigma\) the initial state.

When evaluating the probability spaces associated by function \(P\) to the states of the composed model we make use of induced probability spaces (see Definition 6.14) and we enforce the maximal progress assumption. Moreover we produce a single “global” probability space whenever both RISTTSs engage in probabilistic choices (we assume that choices are performed independently). When evaluating action transitions we just make use of standard rules. Finally we require timed transitions to synchronize.

**Theorem 6.5** Let \(D_1\) and \(D_2\) be two RISTTSs. Then for each \(S \subseteq \text{Act} - \{\tau\}\), \(D_1 \|_S D_2\) is a RISTTS.

**Proof** Just a trivial consequence of the fact that the maximal progress assumption is enforced when composing RISTTSs and that timed transitions must synchronize in order to be executed.

### 6.4.4 Hiding of Rooted ISTTSs

Now we define, similarly as for IGSMPs, the hiding of RISTTSs.

**Definition 6.22** The hiding \(D/L\) of a RISTTS \(D_1 = (\Sigma, TD, \text{Act}, P_1, T_{t,1}, T_{a,1}, s_0)\), with \(L \subseteq \text{Act} - \{\tau\}\) being the set of visible actions to be hidden, is the tuple \((\Sigma, TD, \text{Act}, P, T_{t}, T_{a}, s_0)\), with:

- \(P\) the partial function obtained from \(P_1\) by removing from its domain those states (and the associated probability spaces) which enable at least one transition labeled with an action in \(L\)
- \(T_{t} \subseteq (\Sigma \times TD \times \Sigma)\) and \(T_{a} \subseteq (\Sigma \times \text{Act} \times \Sigma)\) the least transition relations, such that \(\forall s \in \Sigma\):
  
  
  \[
  \begin{align*}
  1 \quad & s \xrightarrow{a} s', \alpha \notin L \Rightarrow s \xrightarrow{\alpha} s' \\
  2 \quad & s \xrightarrow{a} s', a \in L \Rightarrow s \xrightarrow{\tau} s' \\
  3 \quad & s \xrightarrow{t} s, \beta a \in L, s \xrightarrow{a} s' \Rightarrow s \xrightarrow{\tau}
  \end{align*}
  \]

Similarly as for IGSMPs, in the definition of the hiding operator in addition to standard rules we make use of rules which enforce the maximal progress assumption.

**Theorem 6.6** Let \(D\) be a RISTTS. Then for each \(L \subseteq \text{Act} - \{\tau\}\), \(D/L\) is a RISTTS.

**Proof** Just a trivial consequence of the fact that the maximal progress assumption is enforced when hiding RISTTSs.

---

6In order to distinguish transition of \(T_{t,1}\) and \(T_{a,1}\) from transitions of \(T_{t}\) and \(T_{a}\) we denote the former with “\(-\rightarrow_1\)” and the latter simply with “\(-\rightarrow\)”.
6.4.5 Equivalence of Rooted ISTTSs

Now we introduce a notion of weak bisimulation for RISTTSs which constitutes an extension of the approach of [117] to probability spaces and abstracts from standard $\tau$ actions similarly as in [122].

Given an equivalence relation $\beta$ on a set $\Sigma$ and a set $I \subseteq \Sigma$, we first define the function $EC_{I,\beta} : I \rightarrow \Sigma/\beta$ which maps each state $s \in I$ into the corresponding equivalence class $[s]_{\beta}$ in $\Sigma$.

**Definition 6.23** Let $D = (\Sigma, TD, Act, P, T_t, T_a)$ be an ISTTS. An equivalence relation $\beta$ on $\Sigma$ is a weak bisimulation iff $s_1 \beta s_2$ implies

- for every $\alpha \in Act$,
  $$s_1 \xrightarrow{\alpha} s'_1 \text{ implies } s_2 \xrightarrow{\hat{\alpha}} s'_2 \text{ for some } s'_2 \text{ with } s'_1 \beta s'_2,$$

- for every $t \in TD$,
  $$s_1 \xrightarrow{t} s'_1 \text{ implies } s_2 \xrightarrow{t} s'_2 \text{ for some } s'_2 \text{ with } s'_1 \beta s'_2,$$

- $s_2 \xrightarrow{\hat{\tau}} s'_2$ for some $s'_2$ such that, denoted $P(s_1) = (\Sigma_1, F_1, \mu_1)$ and $P(s'_2) = (\Sigma_2, F_2, \mu_2)$, we have that $EC_{\Sigma_1,\beta}(P(s_1)) \approx EC_{\Sigma_2,\beta}(P(s'_2))$

Two states $s_1$ and $s_2$ are weakly bisimilar, denoted by $s_1 \approx s_2$, iff $(s_1, s_2)$ is included in some weak bisimulation. Two RISTTSs $(D_1, s_{0,1})$ and $(D_2, s_{0,2})$ are weakly bisimilar, if their initial states $s_{0,1}$ and $s_{0,2}$ are weakly bisimilar in the ISTTS obtained with the disjoint union of $D_1$ and $D_2$.

In the last item we exploit induced probability spaces (see Definition 6.14) and equivalence between probability spaces (see Definition 6.18) to check that states $s_1$ and $s'_2$ have the same aggregated probability to reach the same equivalence classes.

6.5 A Semantics for Interactive Generalized Semi-Markov Processes

In this section we present a semantics for well-named interactive generalized semi-Markov processes which maps them onto interactive stochastic timed transition systems. Such a semantics explicitly represents the passage of time by means of transitions labeled with numeric time delays and turns probability distributions of durations into infinitely branching probabilistic choices which lead to states performing numeric time delays with a different duration. In particular, differently from [66] where a technique based on residual lifetimes of clocks is used, the states of the semantics of an interactive generalized semi-Markov process encode the spent lifetimes of clocks. This means that, in a timed state of the IGSMP where several clocks $C_{n_1} \ldots C_{n_k}$ are in execution, the time delay originated by a clock $C_{n_i}$ is determined according to its residual distribution of duration which is evaluated from (i) its associated duration distribution and (ii) its spent
lifetime. Once we have sampled a time value \( t_i \) from the residual duration distribution of each clock \( C_{n_i} \), we just take the minimum \( t_{\text{min}} \) of the sampled values and we consider the clock \( C_{n_{\text{min}}} \) which sampled such a time value. Such a “winning clock” is the clock that terminates in the timed state of the IGSMP. After this event the other clocks (which are still in execution) carry over their spent lifetimes, which now is given by \( t'_i = t_i + t_{\text{min}} \). Since, according to this approach, the residual duration of a clock is re-sampled in each IGSMP state until it terminates, an adversary (or scheduler) which resolves non-deterministic choices in an IGSMP cannot gain information about the future behavior of the system on which to base its decisions.

**Example 6.4** Let us consider the IGSMP depicted in Fig. 6.9, where three temporal delays are started by activating three clocks \( C_{n_1}, C_{n_2}, \) and \( C_{n_3} \). In particular, we concentrate on the case in which \( C_{n_2} \) is the first clock to terminate.

In Fig. 6.10 we show the semantics of the IGSMP of Fig. 6.9 obtained by following an approach similar to that of [66], which encodes in each state the *residual lifetimes of clocks*. Each state is enriched with the set of active clocks together with their residual lifetimes. In state \( \langle s_0, 0 \rangle \) (where no clock is active) three numeric time delays \( t_1, t_2, \) and \( t_3 \) are sampled and associated with the lifetime of the clocks \( C_{n_1}, C_{n_2}, \) and \( C_{n_3} \), respectively. Depending on which is the clock \( C_{n_{\text{min}}} \) sampling the minimum time value \( t_{\text{min}} \) in state \( \langle s_0, 0 \rangle \), we move to one of three different classes of states, one for each possible winning clock. Afterwards, a temporal transition labeled with a numeric time value \( t \) between 0 and \( t_{\text{min}} \) is taken, and each residual duration is accordingly modified by subtracting \( t_{\text{min}} \) from the residual lifetime of each clock. For the sake of readability in Fig. 6.10 we just depict one trace leading from \( s_0 \) to a state \( s_1 \) which belongs to the class of states for which \( C_{n_2} \) is the winning clock (i.e. \( t_2 \) is \( t_{\text{min}} \)), and then from \( s_1 \) to the state \( s_2 \) via the transition labeled with the time value \( t_2 \), so that in \( s_2 \) the clock \( C_{n_2} \) is terminated. In state \( s_2 \) the residual lifetimes of the remaining active clocks \( C_{n_1} \) and \( C_{n_3} \) are \( t_1 - t_{\text{min}} \) and \( t_3 - t_{\text{min}} \) respectively. By exploiting this information an adversary may already know which clock between \( C_{n_1} \) and \( C_{n_3} \) will terminate first and consequently guide the nondeterministic choice in state \( s_2 \).

In Fig. 6.11 we show the semantics of the IGSMP of Fig. 6.9 obtained by following the approach that we adopt in this paper, which is based on the *spent lifetimes of clocks*. Each state is enriched with: (i) the set of active clocks together with their spent lifetimes, and (ii) a pair \( C_n : t \) containing the time value sampled by the winning clock in a timed state of the IGSMP and the clock name. The latter field is set to “−” whenever the IGSMP is not in a timed state. The sampling executed in state \( \langle s_0, 0, − \rangle \) leads to a state where the three starting clocks are associated with the spent lifetime 0 (because the corresponding transition does not represent a passage of time but simply the result of the sampling), and the winning clock \( C_n \) and its sampled value are reported too. As in the case of Fig. 6.10, in Fig. 6.11 we just report one trace leading from \( s_0 \) to a state \( s_1 \) which belongs to the class of states for which \( C_{n_2} \) is the winning clock (i.e. \( C_{n_2} \) is \( C_{n_{\text{min}}} \) and \( t_2 \) is its sampled value), and then from \( s_1 \) to the state \( s_2 \) via the transition labeled with the value \( t_2 \), so that in \( s_2 \) the clock \( C_{n_2} \) is terminated. In state \( s_2 \) the spent lifetimes of the remaining active clocks \( C_{n_1} \) and \( C_{n_3} \) are both equal to \( t_2 \), and their residual durations depend on both such a value and the duration distribution.
Figure 6.9: Example of an IGSMP

associated with the clocks. Since, according to this approach, the time to termination of clocks $C_{n_1}$ and $C_{n_3}$ is re-sampled, an adversary cannot gain in advance any information about the future behavior of the system and he cannot exploit this information when resolving the nondeterministic choice in state $s_2$.

Figure 6.10: Example of semantics based on residual lifetimes

In the following we introduce some preliminary definitions which are needed to define the semantics of IGSMPs.

Definition 6.24 Given a duration probability distribution $f \in PDF^+$ and a time value $t \in \mathbb{R}^+$, we denote by $[f \mid t]$ the residual duration distribution of a clock $C_n$ with duration distribution $f$ which, after $t$ time units from when it started, has not terminated yet ($t$ is its spent lifetime). More formally, if $T$ is a random variable with distribution $f$, i.e. $\forall t' \in \mathbb{R}. f(t') = P(T \leq t')$, then $[f \mid t]$ is the probability distribution defined
as follows. For all \( t' \in \mathbb{R} \) we have that:
\[
[f | t](t') = P(T \leq t' + t | T > t)
\]

**Theorem 6.7** Given \( f \in \text{PDF}^+ \) and \( t \in \mathbb{R}^+ \), we have that for all \( t' \in \mathbb{R}^+ \cup \{0\} \):
\[
[f | t](t') = \frac{f(t + t') - f(t)}{1 - f(t)}
\]

**Proof** It is just sufficient to observe that \( \forall t' \in \mathbb{R}^+ \cup \{0\} \). \( [f | t](t') = P(T \leq t' + t | T > t) = P(T \leq t' + t \wedge T > t)/P(T > t) = (f(t + t') - f(t))/(1 - f(t)) \)

Consider a family of probability distribution functions \( f_1, \ldots, f_k \in \text{PDF} \). We denote by \( \mathcal{R}(f_1, \ldots, f_k) \) the probability space \( \prod_{i=1}^k (\mathbb{R}, \mathcal{B}(\mathbb{R}), P_i) \), where \( P_i \) is the unique probability measure on \( \mathcal{B}(\mathbb{R}) \) obtained from \( f_i \) (see Theorem 6.4).

**Definition 6.25** Let the residual duration distribution of the set of clocks \( C_{n_1}, \ldots, C_{n_k} \) in execution in an IGSMP state be \( f_1, \ldots, f_k \), i.e. the probability that a certain tuple of residual durations \( (t_1, \ldots, t_k) \) is sampled from the clocks is described by the probability space \( \mathcal{R}(f_1, \ldots, f_k) \). For each \( I \subseteq \{1, \ldots, k\} \) such that \( |I| \geq 2 \), the event \( \text{Term}(I) \) of contemporaneous termination of the clocks \( \{C_{n_i} | i \in I\} \) in execution is the following measurable subset of the sample space \( \mathbb{R}^k \):
\[
\text{Term}(I) = \{(t_1, \ldots, t_k) | \exists t. (\forall i \in I. t_i = t) \wedge (\forall i \notin I. t_i > t)\}
\]

Since in an IGSMP clocks in execution in a state cannot terminate at the same time instant (see Sect. 2.2.6) we have that each event \( \text{Term}(I) \) of contemporaneous termination of a subset \( \{C_{n_i} | i \in I\} \) of the clocks in execution \( C_{n_1}, \ldots, C_{n_k} \) occurs with probability 0. More formally, we have that in each state of an IGSMP, if \( (\mathbb{R}^k, \mathcal{F}, P) \) is the probability space \( \mathcal{R}(f_1, \ldots, f_k) \) expressing the residual duration of the clocks \( C_{n_1}, \ldots, C_{n_k} \) in execution in the state, for each \( I \subseteq \{1, \ldots, k\} \) such that \( |I| \geq 2 \), we have \( P(\text{Term}(I)) = 0 \). We exploit this fact in order to reduce the domain of the probability space for a set of active clocks. In particular instead of considering the entire \( \mathcal{R}(f_1, \ldots, f_k) \) we can just restrict to consider \( \tilde{\mathcal{R}}(f_1, \ldots, f_k) \) defined as follows.

**Definition 6.26** \( \tilde{\mathcal{R}}(f_1, \ldots, f_k) \) is the triple \( (\mathbb{R}^k, \tilde{\mathcal{F}}, \tilde{P}) \) defined as follows. Let \( (\mathbb{R}^k, \mathcal{F}, P) \) be the probability space \( \mathcal{R}(f_1, \ldots, f_k) \), then we have:

- \( \tilde{\mathbb{R}}^k = \mathbb{R}^k - \bigcup_{I \subseteq \{1, \ldots, k\}, |I| \geq 2} \text{Term}(I) \)
- \( \tilde{\mathcal{F}} = \{ E \subseteq \mathcal{F} | E \subseteq \tilde{\mathbb{R}}^k \} \)
Theorem 6.8 Let \((\mathbb{R}^k, F, P)\) be the probability space \(\mathcal{R}(f_1, \ldots, f_k)\). If \(\forall I \subseteq \{1, \ldots, k\}, |I| \geq 2 \Rightarrow P(\text{Term}(I)) = 0\), then \(\mathcal{R}(f_1, \ldots, f_k)\) is a probability space.

Proof Just a trivial consequence of the definition of probability space and of the fact that Term(I) is a measurable set with measure 0.

We are now in a position to formally define the semantics of an IGSMP.

Definition 6.27 The semantics of an IGSMP \(G = (\Sigma, C, D, \text{Act}, T_+, T_-, T_a, s_0)\) is the RISTTS \([G] = (\Sigma', \mathbb{R}^+ \cup \{0\}, \text{Act}, P, T_t, T'_a, s'_0)\) where:

- \(\Sigma' = (\Sigma \times \text{Spent} \times \text{Sample})\) is the set of states of the RISTTS, where \text{Spent}, ranged over by \(v\), is the set of partial functions from \(C\) to \(\mathbb{R}^+ \cup \{0\}\), expressing the time already spent in execution by the clocks currently in execution in the IGSMP (clocks in the domain of \text{Spent}), and \text{Sample}, ranged over by sample, is the set \((C \times (\mathbb{R}^+ \cup \{0\})) \cup \{-\}, where a pair \((C_n, t)\), also written \(C_n : t\), denotes that the IGSMP is currently executing a set of clocks and that clock \(C_n\) has sampled the minimum residual time delay with \(t\) being the value of such a delay; while \(\sim\) denotes that started clocks are not under execution (e.g. the IGSMP is in a choice state or in a silent state).

- \(\mathbb{R}^+ \cup \{0\}\) is the time domain: we consider continuous time.

- \(\text{Act}\) is the set of standard actions considered in the IGSMP.

- \(P\), which associates a probability space (expressing next state probability) to some of the states in \(\Sigma'\), is defined to be the least partial function on \(\Sigma'\) satisfying the operational rules in the first part of Table 6.2.

- \(T_t\) is the set of timed transitions which are defined as the least relation over \(\Sigma' \times (\mathbb{R}^+ \cup \{0\}) \times \Sigma'\) satisfying the operational rules in the second part of Table 6.2.

- \(T'_a\) is the set of action transitions which are defined as the least relation over \(\Sigma' \times \text{Act} \times \Sigma'\) satisfying the operational rules in the third part of Table 6.2.

- \(s'_0 = (s_0, \emptyset, \sim)\) is the initial state of the RISTTS, where the IGSMP is in the initial state and no clock is in execution.

In Table 6.2 we make use of the following notation. Given \(v \in \text{Spent}\), we define \(v - C_n\) to be the partial function obtained from \(v\) by removing \(C_n\) (and the associated value) from its domain. We define \(v + t\), with \(t \in \mathbb{R}^+ \cup 0\), to be the partial function obtained from \(v\) by adding \(t\) to the time value associated with each clock in the domain of \(v\). We use the notation \(\{n_i\}\) to stand for \(\{n_i\}_{i=1..k}\), representing the sequence of names \(n_1, \ldots, n_k\) (in Table 6.2 the length \(k\) of the sequence is always clarified by the context in which \(\{n_i\}\) is used). Finally in the fourth part of Table 6.2 we define two auxiliary functions. The function \(TW: \Sigma \rightarrow \mathbb{R}^+ \cup \{0\}\)
(P1) \[ (\exists C_n, s \overset{C_n^-}{\longrightarrow}) \land \{C_{n_1}, \ldots, C_{n_k}\} = \text{dom}(v) \] 

\[ P((s, v, -)) = \text{Sample}_{s,v}^{\{n\}}(\overline{\mathcal{R}}([D(C_{n_1}) \mid v(C_{n_1})], \ldots, [D(C_{n_k}) \mid v(C_{n_k})])) \]

(P2) \[ (\exists C_n, w, s \overset{<C_n^+, w>}{\longrightarrow}) \land \Pr = \{ (\langle C_n, s' \rangle, w \mid \mathcal{T}W(s)) \mid s \overset{<C_n^+, w>}{\longrightarrow} s' \} \]

\[ P((s, v, -)) = \sum_{\langle C_n, s' \rangle \in \text{dom}(\Pr)} \Pr(\langle C_n, s' \rangle) \cdot P(\langle s', v \cup \{(C_n, 0)\}, - \rangle) \]

(T1) \[ \langle s, v, C_n : t \rangle \overset{t'}{\longrightarrow} \langle s, v + t', - \rangle \quad 0 \leq t' < t \]

(T2) \[ s \overset{a}{\longrightarrow} s' \]

\[ \langle s, v, C_n : t \rangle \overset{t}{\longrightarrow} \langle s', (v - C_n) + t, - \rangle \]

(T3) \[ (\exists \emptyset, s \overset{\emptyset}{\longrightarrow}) \land \ s \overset{\tau}{\longrightarrow} \]

\[ \langle s, \emptyset, - \rangle \overset{t}{\longrightarrow} \langle s, \emptyset, - \rangle \quad t \geq 0 \]

(A1) \[ s \overset{\alpha}{\longrightarrow} s' \]

\[ \langle s, v, - \rangle \overset{\alpha}{\longrightarrow} \langle s', v, - \rangle \]

(A2) \[ s \overset{\alpha}{\longrightarrow} s' \]

\[ \langle s, v, C_n : t \rangle \overset{\alpha}{\longrightarrow} \langle s', v, - \rangle \]

\[ \mathcal{T}W(s) = \sum \{|w| \mid \exists C_n, s \overset{<C_n^+, w>}{\longrightarrow} \} \]

\[ \text{Sample}_{s,v}^{\{n\}}(t_1, \ldots, t_k) = \langle s, v, C_{n_{\text{min}}}, : t_{\text{min}} \rangle \]

where \text{min} is the only index \( i \) such that: \[ t_i = \min_{j \in \{1, \ldots, k\}} t_j \]

Table 6.2: Semantic rules for IGSMPs
computes the overall weight of the clock start transitions leaving a state of an IGSMP. Moreover, given a state of the IGSMP \( s \in \Sigma \), a partial function mapping active clock into their spent lifetimes \( v \in \text{Spent} \), and a sequence \( \{n_1, \ldots, n_k\} \) of clock indexes, the function \( \text{Sample}_{k,v}^{(n_i)} \) maps a tuple \((t_1, \ldots, t_k)\) of time values sampled by clocks into the corresponding state \( (s, v, C_{n_{\min}} : t_{\min}) \) reached in the RISTTS, where \( \min \) is the index of the clock which sampled the least time value. Note that function \( \text{Sample}_{k,v}^{(n_i)} \) is used in Table 6.2 for deriving (via induction, see Definition 6.14) a probability space over the states of the RISTTS from the probability space \( \mathcal{R}([D(C_{n_1}) \mid v(C_{n_1})], \ldots, [D(C_{n_k}) \mid v(C_{n_k})]) \) over residual durations sampled by active clocks in a state of the IGSMP. Finally, we assume that, for every distribution \( f \), \([f][0]\) is defined so that it yields the distribution \( f \) itself.

**Theorem 6.9** Let \( G', G'' \) be two well-named IGSMPs. If \( G' \approx G'' \) then \([G'] \approx [G'']\).

**Proof** It is just sufficient to show that from a weak probabilistic bisimulation \( \beta \) between the two well-named IGSMPs \( G' \) and \( G'' \) we can derive a weak probabilistic bisimulation \( \beta' \) between the two RISTTSs \([G']\) and \([G'']\). In particular \( \beta' \) is obtained by letting \((s_1, v, \text{sample}) \) \( \beta' \) \((s_2, v, \text{sample}) \) whenever \( s_1 \beta s_2 \) and \( v \in \text{Spent}, \text{sample} \in \text{Sample} \). The fact that \( \beta' \) is a weak probabilistic bisimulation simply derives from the fact that equivalent well-named IGSMP states always have the same set of clocks under execution (with the same name and therefore also with the same duration distribution).

The following theorems show that the semantics of well-named IGSMPs is indeed compositional.

**Theorem 6.10** Let \( G', G'' \) be two well-named IGSMPs. For each \( S \subseteq \text{Act} - \{\tau\} \) we have \([G'] \parallel_S [G''] \approx [G''] \parallel_S [G'']\).

**Proof** It is just sufficient to show that we can build a weak probabilistic bisimulation \( \beta \) between the two RISTTSs \([G']\) and \([G'']\). In particular \( \beta \) is obtained by letting \(((s', v', \text{sample}'), (s'', v'', \text{sample}'')) \) \( \beta \) \(((s', s'', M), v, \text{sample}) \) whenever (i) the spent lifetimes of clocks in \( v' \) and \( v'' \) are the same as those in \( v \) once clocks are renamed according to the mapping function \( M \), and (ii) either both \( \text{sample}' \) and \( \text{sample}'' \) are equal to \( "-\)" and \( \text{sample} \) is also equal to \( "-\)" or, they are equal to \((C_{n'}, t')\) and \((C_{n''}, t'')\), respectively, with \( t' \neq t'' \) and \( \text{sample} = (C_{n'}, t') \) if \( t' \leq t'' \), while \( \text{sample} = (C_{n''}, t'') \) otherwise. The fact that \( \beta' \) is a weak probabilistic bisimulation derives from the fact that the set of clocks executable in a state of an IGSMP obtained as the parallel composition of two IGSMPs is the union of the clocks executable by the two IGSMPs. Therefore the probability space generated from such a state of the composed model turns out to be equivalent to the product of the probability spaces independently generated from the states of the two IGSMPs. This because for each fixed \( s', v', C_{n'}, t', s'', v'' \) all states \(((s', v', C_{n'} : t'), (s'', v'', C_{n''} : t'')) \) such that \( t'' > t' \) turn out to be equivalent due to the synchronization of timed transitions in parallel composition of RISTTSs. Moreover, when composing in parallel IGSMPs \( \tau \) transitions pre-empt performance-related transitions and clock start transitions pre-empt clock termination transitions just as in RISTTSs \( \tau \) transitions pre-empt performance-related transitions and probabilistic transitions pre-empt timed transitions.
Theorem 6.11 Let $G$ be a well-named IGSMP. For each $L \subseteq \text{Act} - \{\tau\}$ we have $[G]/L \approx [G\setminus L]$.

**Proof** It is just sufficient to show that we can build a weak probabilistic bisimulation $\beta$ between the two RISTTSs $[G]/L$ and $[G\setminus L]$. In the case of the hiding operator the structure of the states of the two RISTTSs turns out to be the same and $\beta$ is just obtained by considering the identity relation, i.e. we relate each state $(s, v, \text{sample})$ to itself. The fact that $\beta'$ is a weak probabilistic bisimulation simply derives from the fact that the only effect of hiding standard actions is to preempt the execution of time delays both in IGSMPs and in RISTTSs. In particular the fourth constraint of Definition 6.1 guarantees that in an IGSMP a sequence of clock start events leading to clock execution is either globally preempted or not preempted at all by an hiding operation.

6.6 Conclusion

Dealing with non-determinism in probabilistic systems with general distributions raises a series of problems, including the correct management of the residual durations of generally distributed delays in system states and the interplay of non-deterministic choices and probabilistic behaviors of temporal delays. The former problem can be solved by representing the temporal behavior of a system by using clocks (as in Timed Automata [132]) or elements (as in GSMPs [121]) whose durations are associated with generally distributed random variables. In particular we can correctly manage the residual durations of active clocks (elements) in system states with two different approaches which are borrowed from the theory of GSMPs: one based on spent clock lifetimes and one based on residual clock lifetimes. In this chapter we have shown how to apply the former approach to the specification and analysis of concurrent systems including generally distributed delays, instead of using the latter approach as previously done in the literature [66]. In the former approach (similarly as in Timed Automata [132]) states are enriched with spent lifetimes of clocks and for each timed state where a clock $C_n$ is active, the residual duration of $C_n$ is sampled depending on both its spent lifetime and its associated duration distribution. In the latter approach (similarly as in classical discrete event simulation [54]), the lifetime of each clock is sampled all at once at the clock start event, and states are enriched with residual lifetimes of clocks directly determining their residual duration. As we have shown, the drawback of the approach based on residual lifetimes, with respect to the one we propose, is that an adversary which is in charge of solving non-determinism may get information about the future system behavior since the duration of delays is decided a priori.

Our approach has been formalized by introducing (well-named) Interactive GSMPs and Interactive Stochastic Timed Transition Systems (ISTTSs), which are both closed with respect to CSP parallel and hiding operators. Then we have used ISTTSs to define a compositional semantics for IGSMPs which realizes the approach based on spent lifetimes mentioned above.
Chapter 7

Calculus of Interactive Generalized Semi-Markov Processes

In this chapter we introduce the calculus of interactive generalized semi-Markov processes, a stochastic process algebra which can express probabilistic timed delays with general distributions and synchronizable actions with zero duration. The calculus of IGSMPs is equipped with a structural operational semantics which generates semantic models in the form of well-named IGSMPs, the interactive extension of GSMPs presented in the previous Chapter 6. This is obtained by expressing the concurrent execution of delays through a simple probabilistic extension of ST semantics based on dynamic names (see Chapter 3). We also show that the notion of observational congruence over IGMSP, obtained by modifying weak bisimulation over IGSMPs (introduced in the previous Chapter 6) in the standard way [122], is a congruence for all the operators of the calculus over strongly guarded processes and we produce an axiomatization for this equivalence which is complete over finite-state strongly guarded processes. Finally, we present a case study on queuing systems G/G/1/q.

7.1 Introduction

Some previous work has been done in order to extend the expressiveness of Markovian process algebras to probabilistic time with general distributions [87, 7, 49, 90, 139, 113]. The main point in doing this is to understand how to define the algebra operational semantics and semantic reasoning, e.g. the definition of an adequate notion of bisimulation based equivalence.

7.1.1 The Basic Idea

Once recognized that we have to produce a system representation like that of the IGSMP model presented in Chapter 6 when dealing with general distributions, an important issue is how to develop a calculus suitable for generating IGSMPs, so to have a fully compositional approach. The problem of developing a semantics for
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Figure 7.1: Choice of Generally Distributed Delays

A process algebra with generally distributed delays (expressed, e.g., by fₜ prefixes, where f is a probability distribution) is essentially the problem of representing the execution of a temporal delay as the combination of a start and a termination event in such a way that pair of events derived from the execution of a delay are somehow related, e.g. by deriving a unique clock name for the delay (see Chapter 6). As we recognized in [39] such problem is not new in the literature, but exactly corresponds to consider classical ST semantics (see Chapter 3) for delays. With respect to the definition of ST semantics the “type” of a delay is simply its duration distribution f and what we observe of a system is its ability of performing delays of certain types f. In particular identification of delays by means of clock names is obtained if we use a technique for expressing ST semantics based on names (like the static and dynamic name techniques presented in Chapter 3) and not, e.g., on pointers [52]. The use of such a semantics cause clock names to be generated for delays by the semantics, thus obtaining models with clocks like IGSMPs.

Another important issue to address when developing a semantics for a process algebra with generally distributed delays is how to interpret a choice “+” between delays. Our claim (introduced in [41]) is that, while in the “Markovian world” the most natural solution is to adopt a race policy where the choice is solved in favor of the delay which terminates first, when we consider general distributions a convenient solution is to adopt a preselection policy where, first one of the delays is selected according to a probabilistic choice, and then the selected delay is executed. A justification for this claim can be found in the difference between the structure of GSMPs, where probabilistic choices are explicitely represented, and CTMCs, where probabilistic choices are implicitly expressed through races between exponential delays. For example an intuitive semantics of $f \cdot 0 + g \cdot 0$, where f and g are generally distributed delays, should generate a GSMP like that of Fig. 7.1, where the element i is an auxiliary dummy element with zero duration which causes the process to leave immediately the first state. ¹

The GSMP of Fig. 7.1 first performs a probabilistic choice between f and g (e.g. according to probabilities

¹An equivalent representation of the GSMP of Fig. 7.1 which allows us to leave out the element i can be obtained by associating directly with the states labeled with δ₁ and δ₂ the probability of being the initial state (see Chapter 2).
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PDF(C_1) = f, \quad PDF(C_2) = g

Figure 7.2: Event-Based Representation of Choice of Delays

0.4 and 0.6) and then executes the selected delay. This corresponds to using the preselection policy instead of the race policy to solve choices. Obviously we must somehow syntactically express the probability associated with delays in a choice (in the GSMP above 0.4 and 0.6 for f and g, respectively). This can be done by using delay prefixes \( <f, w> \) in the algebra, so that the weight \( w \) determines the probability of selecting the delay (similarly as for weight prefixes of IWMCs in Chapter 4). In this way the GSMP would be obtained from, e.g., \( <f, 4>_<0> + <g, 6>_<0> \). Notably, such a preselection policy is naturally obtained from ST semantics applied to \( <f, w>_<-> \) prefixes by associating the weight \( w \) with the transition representing the delay start.

For instance in the case of \( <f, 4>_<0> + <g, 6>_<0> \) we would obtain the IGSMP of Fig. 7.2 whose performance model (see Chapter 6) is the GSMP of Fig. 7.1.

Some previous efforts [87, 7, 139] have been made in order to try to adapt the interleaving semantics to deal with general distributions, instead of splitting delays in starting and terminating events as in the ST semantics. When doing this, the basic idea is considering actions as starting in the first state they become enabled. In order for the starting point of actions to be observable the interleaving semantics had to be enriched with additional information: in [87] transitions are enriched with start references, in [139] transitions are enriched with information about causality relations among actions, and in [7] actions must be differently identified with indexes before the semantic rules are applied. As a matter of fact these semantics are not actually interleaving since, even if they consider choices to be resolved with race policy, the expansion law \( a.\emptyset \| b.\emptyset = a.b.\emptyset + b.a.\emptyset \) is no longer valid, due to the fact that distributions are not memoryless. Hence there is no advantage in trying to keep the semantics in an interleaving atomic form and to preserve the rather tricky race policy for the alternative composition operator “\( . + . \)”.

On the contrary, if we use ST semantics we also obtain an expansion law for generally distributed delays at the level of clock start and clock termination events which allow us to produce a complete axiomatization over finite-state algebraic specifications of the same kind of that presented for IWMCs in Chapter 4.

7.1.2 A Semantics for Timed Concurrent Systems with General Distributions

Similarly as for the calculus of IWMCs (see Chapter 4), the process algebra that we will consider in this chapter (called calculus of IGSMPs) is an extension of the basic process algebra introduced in Chapter 2.
with prefixes \( \langle f, w \rangle \), representing timed delays with general probability duration distribution \( f \) and associated weight \( w \), which produces well-named IGSMPs (see Chapter 6) as semantic models of its terms.

As we already explained in Sect. 7.1.1, we define the operational semantics of a delay \( f \) through a realization of ST semantics based on names. In Chapter 3 we have introduced two name based techniques for expressing ST semantics. With the first one ST semantics is expressed by assigning static names to delays, i.e. names determined according to their syntactical position in the system, while in the second one we use dynamic names, i.e. names computed dynamically while the system evolves. When defining the semantics of the calculus of IGSMPs, we use the dynamic name technique which, with respect to the static name technique, has the advantage of generating semantic models such that ST bisimulation can be simply established via the standard notion of observational congruence [122]. In particular, the use of the dynamic name technique allows us to derive semantic models in the form of well-named IGSMPs, for which equivalence is defined as a simple extension of probabilistic bisimulation [117] (so that existing results and tools can be exploited). On the contrary, using static names for the semantics of generally distributed delays (as we will do in Chapter 13) requires a more complex definition of bisimulation which associates the names of the delays of one process with the names of the corresponding delays used by the other one.

A delay is represented in semantic models as a combination of the event of start of the delay \( f^+ \) and the event of termination of the delay \( f^- \). Moreover, according to the dynamic name technique, we dynamically assign indexes \( i \) to delays so that the execution of a delay is represented by the two events \( f^+_i \) and \( f^-_i \) and no confusion arises (in the connection between delay starts and delay terminations) when multiple delays with the same distribution \( f \) are concurrently executed. We resolve choices among several delays by means of preselection policy. In a choice a delay is selected with probability proportional to its associated weight. For instance \( \langle f, w \rangle \cdot 0 + \langle g, w' \rangle \cdot 0 \) represents a system which performs a delay of distribution \( f \) with probability \( w/(w + w') \) and a delay of distribution \( g \) with probability \( w'/(w + w') \). Choices are expressed in semantic models by associating weights to transitions \( f^+_i \) representing the start of a delay. With respect to the definition of well-named IGSMPs of Chapter 6, in this chapter we will use \( \langle f^+_i, w \rangle \) and \( f^-_i \) as shorthands for \( \langle C^+_i f, w \rangle \) and \( C^-_i \), respectively, in transition labels.

The semantics of standard actions \( a \) (including internal actions \( \tau \)) in IGSMP is, instead, just the standard interleaving semantics. This reflects the fact that these actions have zero duration and can be considered as being executed atomically.

In general, the semantics of terms of the calculus of IGSMPs is simply defined via SOS by extending the standard interleaving semantics for action prefixes presented in Chapter 2 with ST semantics via dynamic names for delay prefixes \( \langle f, w \rangle \). This can be done easily with the technique introduced in Chapter 3 which is compositional. Moreover, the interrelation among the three kind of derived transitions is captured in the semantics by: (i) applying a notion of priority of delay start transitions over delay termination transitions due to the assumption that probabilistic choices are resolved urgently, and (ii) applying a notion of priority of \( \tau \) transitions over performance related transitions due to the maximal progress assumption. We also
show that the notion of observational congruence over terms of the calculus, obtained by modifying weak bisimulation over well-named IGSMPs defined in Chapter 6 in the standard way [122], is a congruence for all the operators of the calculus over strongly guarded processes and we produce an axiomatization for this equivalence which is complete over finite-state strongly guarded processes.

As an example of semantic reasoning with the calculus of IGSMPs, in this chapter we will consider Queuing Systems $G/G/1/q$, i.e. queuing systems with one server and a FIFO queue with $q-1$ seats, where interarrival time and service time are generally distributed. Moreover we show how to derive the performance model of such queuing systems (a GSMP) by applying the formal procedure which turns IGSMPs into GSMPs presented in Chapter 6.

### 7.1.3 Chapter Outline

The chapter is structured as follows. In Sect. 7.2 we present the calculus of Interactive GSMPs and its operational semantics. In Sect. 7.3 we present the notion of observational congruence and its complete axiomatization. In Sect. 7.4 we present the example of Queuing Systems $G/G/1/q$. Finally, in Sect. 7.5 we report some concluding remarks including comparison with related work.

### 7.2 The Calculus of Interactive GSMPs

#### 7.2.1 Syntax of Terms and Informal Semantics of Operators

The calculus of interactive GSMPs is an extension of the basic process algebra with operators of CCS/CSP [122, 109] introduced in Chapter 2, which allows us to express priority, probabilistic choices and probabilistic delays with arbitrary distributions. This is done by including into the calculus, in addition to standard actions, a special kind of actions representing delays. Delays are represented as $<f, w>$ and are characterized by a weight $w$ and a duration distribution $f$. The weight $w$ determines the probability of choosing the delay in a choice among several delays. The set of weights is $\mathbb{R}^+$, ranged over by $w, w', \ldots$. The duration distribution $f$ denotes the probability distribution function of the delay duration. The set of duration probability distribution functions is $PDF^+$, i.e. the set of probability distribution functions $f$ such that $f(x) = 0$ for $x < 0$, ranged over by $f, g, h$. The possibility of expressing priority derives from the interrelation of delays and standard $\tau$ actions. In particular we make the maximal progress assumption: the system cannot wait if it has something internal to do. Therefore we assume that, in a choice, $\tau$ actions have priority over delays, i.e. $\tau.P + <f, w>.Q$ behaves as $\tau.P$.

Let $Act$ be the set of action types containing a distinguished type $\tau$ representing an internal computation. $Act$ is ranged over by $\alpha, \alpha', \ldots$. $Act - \{\tau\}$ is ranged over by $a, b, \ldots$. Let $TAct = \{<f, w> | f \in PDF^+ \land w \in\}$

---

$^2$To be precise, with respect to the algebra considered in Chapter 2, in the initial part of this section we use the recursion operator “rec X. _”, instead of process constants, to denote recursion.
$\mathbb{R}^+$} be the set of delays. ³ Let $\text{Var}$ be a set of process variables ranged over by $X, Y, Z$. Let $\text{ARFun} = \{ \varphi : \text{Act} \rightarrow \text{Act} | \varphi(\tau) = \tau \land \varphi(\text{Act} - \{\tau\}) \subseteq \text{Act} - \{\tau\} \}$ be a set of action relabeling functions, ranged over by $\varphi$.

**Definition 7.1** We define the language $\text{IGSMP}$ as the set of terms generated by the following syntax

\[
P ::= 0 | X | < f, w > . P | \alpha . P | P + P | \frac{P}{L} | P[\varphi] | P \parallel S | \text{rec} X. P
\]

where $L, S \subseteq \text{Act} - \{\tau\}$. An $\text{IGSMP}$ process is a closed term of $\text{IGSMP}$. We denote by $\text{IGSMP}_g$ the set of strongly guarded terms of $\text{IGSMP}$. ⁴

“0” denotes a process that cannot move. The operators “.” and “+” are the CCS prefix and choice. The choice among delays is carried out through the preselection policy by giving each of them a probability proportional to its weight. Note that alternative delays are not executed concurrently, first one of them is chosen probabilistically and then the selected delay is executed. Moreover $\tau$ actions have priority over delays in a choice. “/L” is the hiding operator which turns into $\tau$ the actions in $L$, “[\varphi]” is the relabeling operator which relabels visible actions according to $\varphi$. “\parallel S” is the CSP parallel operator, where synchronization over actions in $S$ is required. Finally “recX” denotes recursion in the usual way.

Similarly as for the calculus of IWMCs (see Chapter 4), in this chapter we will consider only terms of $\text{IGSMP}_g$, i.e. strongly guarded terms of our calculus. We will discuss the treatment of weakly guarded processes in Chapter 9.

### 7.2.2 Operational Semantics

As explained in Sect. 7.1, we employ the dynamic name technique of Chapter 3 for giving semantics to generally distributed delays $f$.

The problem of preserving the relationship between starts and terminations of delays arises, like in the ST semantics of standard process algebras, when several delays of the same type $f$ are being executed in parallel. When a delay $f$ terminates (event $f^-$) we need some information for establishing which event of delay start ($f^+$) it refers to. By using the dynamic name technique introduced in Chapter 3 this is obtained by generating a fresh name $f_i$ for each starting delay $f$, where $i \in \mathbb{N}$ is the minimum index not already used by the other delays with distribution $f$ that have started but not yet terminated, thus obtaining names for clocks in the format required by well-named IGSMPs. In particular, due to the adoption of preselection policy (see Sect. 7.1.1) starting events generated by delay prefixes $< f, w >$ are represented in semantic models by a transitions labeled by $< f_i^+, w >$, where $i$ is determined as explained above. The termination of a delay prefix $< f, w >$ is simply represented by a transition labeled by $f_i^-$, where the “identifier” $i$ uniquely determines which delay $f$ is terminating.

³In the following we consider $f$ to be a shorthand for $< f, 1 >$ when this is clear from the context.

⁴We consider the delay $< f, w >$ as being a guard in the definition of strong guardedness.
Moreover the dynamic name technique introduced in Chapter 3 allows us to dynamically assign names to delays, according to the rule formerly described, via SOS semantics (hence in a compositional way) through the idea of levelwise renaming. In order to obtain structural compositionality it is necessary to determine at each syntactical level of a term, e.g. in the case of the parallel composition operator, the computations of $P \parallel Q$ from the computations of $P$ and $Q$. This is done, as described in Chapter 6 when composing in parallel well-named IGSMPs, by suitably renaming delays occurring in the computations of $P$ and $Q$. In particular, in the operational semantics the mapping $M$ recording delay renamings for a certain parallel operator (see Sect. 6.2.3) is expressed as an additional parameter of that parallel operator in state terms. For every delay $f$ started by $P \parallel_{S,M} Q$, $M$ records the association between the name $f_i$, generated according to the well-naming rule for identifying $f$ at the level of $P \parallel_{S,M} Q$, and the name $f_j$ (which in general is different from $f_i$), generated according to the well-naming rule for identifying the same delay $f$ inside $P$ (or $Q$). In this way when, afterwards, such a delay $f$ terminates in $P$ (or $Q$) the name $f_j$ can be re-mapped to the correct name $f_i$ at the level of $P \parallel_{S,M} Q$, by exploiting the information included in $M$. As in Sect. 6.2.3, in $M$ the delay $f$ of $P \parallel_{S,M} Q$ which gets index $i$ is uniquely identified by expressing the unique name $j$ it gets in $P$ or in $Q$ and the “location” of the process that executes it: left if $P$, right if $Q$. Such an association is represented inside $M$ by the triple $(f, i, loc_j)$ with $f \in PDF^+, j \in \mathbb{N}^+$ and location $loc \in Loc = \{l, r\}$, where “l” stands for left and “r” for right. In the following we use $f : (i, loc_j)$ to stand for $(f, i, loc_j) \in M$.

In order to define the operational semantics for the processes of IGSMP, we need a richer syntax to represent states. Let $TAct^+ = \{<f_i^+, w> \mid f \in PDF^+ \land i \in \mathbb{N}^+ \land w \in \mathbb{R}^+\}$ be the set of delay starts, where $<f_i^+, w>$ represents the beginning of the delay $<f, w>$ identified by $i$. 5 Besides let $TAct^- = \{f_i^- \mid f \in PDF^+ \land i \in \mathbb{N}^+\}$ be the set of delay terminations, where $f_i^-$ represents the termination of the delay with duration distribution $f$ identified by $i$. $\gamma$ ranges over $Act \cup TAct \cup TAct^+ \cup TAct^-$. We denote an index association, whose elements are associations $(i, loc_j)$, with $iassoc$ which ranges over the set $IAssoc$ of partial bijections from $\mathbb{N}^+$ to $Loc \times \mathbb{N}^+$. Finally a mapping $M$ is a relation from $PDF^+$ to $\mathbb{N}^+ \times (Loc \times \mathbb{N}^+)$ such that $\forall f \in PDF^+, M_f \in IAssoc$, i.e. $M$ is a set including an independent index association for each different duration distribution.

The set $IGSMP_s$ of state terms of IGSMP is generated by the following syntax:

$$P ::= \emptyset | X | \eta.P | P + P | P/L | P[\varphi] | P \parallel_{S,M} P | \text{rec} X.P$$

We denote by $IGSMP_{sg}$ the set of strongly guarded terms of $IGSMP_s$. We consider the operators “$\parallel_S$” occurring in a IGSMP term $P$ as being “$\parallel_{S,\emptyset}$” when $P$ is regarded as a state.

The semantics of state terms produces a transition system labeled over $Act \cup TAct^+ \cup TAct^-$, ranged over by $\gamma, \gamma', \ldots$. Such a transition system is defined as being the well-named IGSMTS 7 (see Chapter 6) $\mathcal{G} = (IGSMP_{sg}, Act, T_\alpha, T_\gamma, T_\eta)$, where: $T_\alpha$ is the least subset of $IGSMP_{sg} \times \Act \times IGSMP_{sg}$ satisfying the standard

---

5In the following we consider $f_i^+$ to be a shorthand for $<f_i^+, 1>$ when this is clear from the context.

6Given a relation $M$ from $A$ to $B$, we denote with $M_a$ the set $\{b \in B \mid (a, b) \in M\}$.

7We recall that we consider $f_i^+$ and $f_i^-$ as being shorthands for $C_{f_i^+}^+$ and $C_{f_i^-}^{-}$ in the transitions of the IGSMTS.
\[ \alpha.P \xrightarrow{\alpha} P \]
\[ P \xrightarrow{\alpha} P' \]
\[ P + Q \xrightarrow{\alpha} P' \]
\[ Q \xrightarrow{\alpha} Q' \]
\[ P \parallel S,M Q \xrightarrow{\alpha} P' \parallel S,M Q \]
\[ P \parallel S,M Q \alpha \notin S \xrightarrow{\alpha} P' \parallel S,M Q' \]
\[ P \parallel S,M Q \alpha \in S \xrightarrow{\alpha} P' \parallel S,M Q' \]
\[ P/L \alpha \notin L \xrightarrow{\alpha} P'/L \]
\[ P/L \alpha \in L \xrightarrow{\alpha} P'/L \]
\[ P|\varphi \xrightarrow{\varphi(\alpha)} P'|\varphi \]
\[ \text{Table 7.1: Standard Rules} \]

\[ \langle f, w \rangle.P \xrightarrow{\langle f^+, w \rangle} \]
\[ P \xrightarrow{\langle f^+, w \rangle} \]
\[ P \parallel S,M Q \xrightarrow{\langle f^+, w \rangle} P' \parallel S,M Q \]
\[ P\{\text{rec}X.P/X\} \xrightarrow{\langle f^+, w \rangle} \]
\[ \text{Table 7.2: Rules for Start Moves} \]

\[ \text{rec}X.P \xrightarrow{\langle f^+, w \rangle} P' \]
\[ \text{rec}X.P \xrightarrow{\langle f^+, w \rangle} P' \]
operational rules of Table 7.1, \( T_+ \) is obtained from the least multiset over \( \text{IGSMP}_{sg} \times T\text{Act}^+ \times \text{IGSMP}_{sg} \) satisfying the operational rules of Table 7.2 (similarly to [107], we consider a transition to have arity \( m \) if and only if it can be derived in \( m \) possible ways from the operational rules) by summing the weights of the multiple occurrences of the same transition, and \( T_- \) is the least subset of \( \text{IGSMP}_{sg} \times T\text{Act}^+ \times \text{IGSMP}_{sg} \) satisfying the operational rules of Table 7.3. In Tables 7.2 and 7.3 we use \( P \xrightarrow{a} P' \) to stand for \( \exists P' : P \xrightarrow{a} P' \), \( P \xrightarrow{\tau} \) to stand for \( \exists Q : P \xrightarrow{\tau} Q \) and \( P \xrightarrow{<f_i^*,w>} \) to stand for \( \exists f_i,w,k,Q : P \xrightarrow{<f_i^*,w>}. \)

The rules of Table 7.2 define the transitions representing the start of a delay, by taking into account the priority of “\( \tau \)” actions over delays. In particular the rules for parallel composition and hiding are exactly as those defined in Chapter 6. As far as the operator \( P ||_{S,M} Q \) is concerned, if \( P \) performs \( f_i^+ \) then a new index \( n(M_f) \) is determined for identifying the delay \( f \) at the level of “\( ||_{S,M} \)” and the new association \( f : (n(M_f), l) \) is added to \( M \). The function \( n : I\text{Assoc} \rightarrow \mathbb{N}^+ \) computes the new index to be used for identifying the delay \( f \) that is starting execution by choosing the minimum index not used by the other delays \( f \) already in execution: \( n(iassoc) = \min\{k \mid k \notin \text{dom}(iassoc)\} \). A symmetric mechanism takes place for a move \( f_i^+ \) of \( Q \).

The rules of Table 7.3 define the transitions representing the termination of a delay, by taking into account the priority of “\( \tau \)” actions over delay related transitions and the priority of delay starts over delay terminations. In particular the rules for parallel composition and hiding are exactly as those defined in Chapter 6. As far as the operator \( P ||_{S,M} Q \) is concerned, when \( P \) performs \( f_i^- \) the delay \( f \) with index \( j \) associated to \( l_i \) in \( M \) terminates at the level of the parallel operator. A symmetric mechanism takes place for a move \( f_i^- \) of \( Q \).

Note that even if the operational rules in Tables 7.2 and 7.3 include negative premises, this does not
cause inconsistencies because when applying such rules for deriving the moves of a term \( P \), the negative premises always refer to the moves of a subterm of \( P \) (and not of \( P \) itself), hence the operational semantics is stratifiable [89].

We are now in a position to define the well-named IGSMP (see Chapter 6) obtained as the semantic model of a process of the calculus.

**Definition 7.2** The semantic model \( \mathcal{G}[P] \) of \( P \in \text{IGSMP}_g \) is the well-named IGSMP defined by:

\[ \mathcal{G}[P] = (S_P, \text{Act}, T_+, T_-, T_a, P) \]

where:

- \( S_P \) is the least subset of \( \text{IGSMP}_{sg} \) such that:
  - \( P \in S_P \)
  - if \( P' \in S_P \) and \( P' \xrightarrow{\gamma} P'' \), then \( P'' \in S_P \)
- \( T_+, T_-, T_a \) are the restriction of \( T_+, T_- \) and \( T_a \) to \( S_P \times \text{Act} \times S_P \), \( S_P \times T\text{Act}^+ \times S_P \) and \( S_P \times T\text{Act}^- \times S_P \).

**Example 7.1** In Fig. 7.3 we depict the semantic model of \( \text{rec}X.f.X \parallel \emptyset \text{rec}X.f.X \). As expected, we obtain the same well-named IGSMP as that derived in Chapter 6 via parallel composition of two well-named IGSMPs repeatedly executing \( f \) delays (see Fig. 6.5).

In the following theorem, where we consider “\( P/L \)”, “\( P[\varphi] \)”, and “\( P \parallel S P \)” to be static operators [122], we show that finite semantic models are obtained for a wide class of recursive systems.

**Theorem 7.1** Let \( P \) be a IGSMP\(_g\) process such that for each subterm \( \text{rec}X.Q \) of \( P \), \( X \) does not occur free in \( Q \) in the context of a static operator. Then \( P \) is a finite state process.
Chapter 7. Calculus of Interactive Generalized Semi-Markov Processes

**Proof** The proof of this theorem derives from the fact that the number of states of the semantics of $P$ which differ only for the contents of mappings $M$ parameterizing parallel operators, are always finite, because the maximum index a delay may assume is bounded by the maximum number of processes that may run in parallel in a state.

Note that the class of processes considered in this corollary includes strictly the class of nets of automata, i.e. terms where no static operator occurs in the scope of any recursion.

### 7.3 Observational Congruence for IGSMP

In this section we introduce the notion of observational congruence over $IGSMP_{sg}$ processes, and we will show it to be a congruence with respect to all the operators of our calculus. Such a notion is defined, starting from the notion of weak bisimulation over Well-Named IGSMPs we defined in Chapter 6, according to the classical notion of observational congruence [122] and probabilistic bisimulation [117]. In the definition of observational congruence we make use of function $TW$ defined in Chapter 6.

**Definition 7.3** Two closed terms $P,Q$ of $IGSMP_{sg}$ are observational congruent, written $P \simeq Q$, iff:

- for every $\sigma \in NPAct$ and $P' \in IGSMP_{sg}$,
  
  $P \xrightarrow{\sigma} P'$ implies $Q \xrightarrow{\sigma} Q'$ for some $Q'$ with $P' \approx Q'$,

- for every $\sigma \in NPAct$ and $Q' \in IGSMP_{sg}$,
  
  $Q \xrightarrow{\sigma} Q'$ implies $P \xrightarrow{\sigma} P'$ for some $P'$ with $P' \approx Q'$,

- for every $f \in PDF^+$ and equivalence class $I$ of $\beta$,
  
  $TW(P,f,I) = TW(Q,f,I)$

We consider $\simeq$ as being defined also on the open terms of $IGSMP_{sg}$ by extending observational congruence with the standard approach of [122].

**Theorem 7.2** $\simeq$ is a congruence w.r.t. all the operators of $IGSMP$, including recursion.

**Proof** The proof of this theorem follows the lines of the similar proof in [122] that is adapted to our setting. The only relevant case is that of parallel composition operator. It suffices to show that $\{(P_1 \parallel_{S,M} Q, P_2 \parallel_{S,M} Q) \mid P_1 \simeq P_2\}$ is a (weak) bisimulation.
7.3.1 Axiomatization

In this section we present an axiom system which is complete for $\simeq$ on finite state IGSMP terms.

The axiom system $A_{\text{IGSMP}}$ for $\simeq$ on IGSMP terms is formed by the axioms presented in Fig. 7.4.

In this figure $\llbracket$ and $|$ denote, respectively, the left merge and synchronization merge operators (see e.g. [1]). Moreover $\theta$ ranges over $T\text{Act}^+ \cup T\text{Act}^-$. We recall from Sect. 7.2.2 that $\gamma, \gamma', \ldots$ range over $\text{Act} \cup T\text{Act}^+ \cup T\text{Act}^-$. The axioms $(\text{Pri} 1)$ and $(\text{Pri} 2)$ express the two kinds of priorities of IGSMP, respectively, priority of $\tau$ actions over (semi-)delays and priority of delay starts over delay terminations. The axiom $(\text{Par})$ is the standard one except that when the position of processes $P$ and $Q$ is exchanged we must invert left and right inside $M$. The inverse $\overline{M}$ of a mapping $M$ is defined by $\overline{M} = \{ f : (i,r_j) \mid f : (i,l_j) \in M \} \cup \{ f : (i,l_j) \mid f : (i,r_j) \in M \}$. Axioms $(\text{LM} 4)$ and $(\text{LM} 5)$ just reflect the operational rules of the parallel operator for a delay move of the left-hand process. The axioms $(\text{Rec} 1 - 3)$ handle strongly guarded recursion in the standard way [124].

If we consider the obvious operational rules for $\llbracket S,M \rrbracket$ and $|S,M|$ that derive from those we presented for the parallel operator $\parallel$ then the axioms of $A_{\text{IGSMP}}$ are sound.

A sequential state is defined to be one which includes $\emptyset$, $X$ and operators $\llbracket$, $\rrbracket$, $\text{rec} X$ only; leading to the following theorem.

**Theorem 7.3** If an IGSMP process $P$ is finite state, then $\exists P' : A_{\text{IGSMP}} \vdash P = P'$ with $P'$ sequential state.

**Proof** Let $s_1 \ldots s_n$ be the states of the operational semantics of $P$, $s_n \equiv P$. It can be easily seen that for each $i \in \{1 \ldots n\}$, there exist $J_i$ and $\theta_{i,j}$, $k_{i,j}$ with $j \in J_i$ such that $A_{\text{IGSMP}} \vdash s_i = \sum_{j \in J_i} \theta_{i,j} \cdot s_{k_{i,j}}$ where $\sum_{\emptyset} \equiv 0$. Then for each $i$, from 1 to $n$, we do the following. If $i$ is such that $\exists j \in J_i : k_{i,j} = i$ we have, by applying $(\text{Rec} 3)$, that $s_i = \text{rec} X.(\sum_{j \in J_i, k_{i,j} \neq i} \theta_{i,j} \cdot s_{k_{i,j}} + \sum_{j \in J_i, k_{i,j} = i} \theta_{i,j} \cdot X)$. Then we replace each subterm $s_i$ occurring in the equations for $s_{i+1} \ldots s_n$ with its equivalent term. When, in the equation for $s_n \equiv P$, we have replaced $s_{n-1}$, we are done.

For sequential states the axioms of $A_{\text{IGSMP}}$ involved are just the standard axioms of [124], and the axioms for priority and probabilistic choice. From Theorem 7.3 and by resorting to arguments similar to those presented in [124] and [99] we derive the completeness of $A_{\text{IGSMP}}$.

**Theorem 7.4** $A_{\text{IGSMP}}$ is complete for $\simeq$ over finite state IGSMP processes.

**Proof** The proof of this theorem follows the lines of the proof of [124]. In particular weights are treated as rates of exponential distributions in the proof of [99].

---

8The definition of the operational rule for $\llbracket S,M \rrbracket$ must allow for actions $\tau$ to be skipped [1], as reflected by axiom $(\text{SM} 4)$. 

Figure 7.4: Axiomatization for IGSMP
Example 7.2 Let us consider the system \(\text{rec}X.f.X \parallel_0 \text{rec}X.f.X\) of the previous example. In the following we show how this process can be turned into a sequential process by applying the procedure presented in the proof of Theorem 7.3. In the following we let \(f_1^+\) stand for \(<f_1^+,1>\) and we abbreviate \(A_{IGSM}\) as \(P = Q\) with \(P = Q\). Moreover we let \(P = \text{rec}X.f.X\) and \(P' = f_1^- \cdot \text{rec}X.f.X\). Initially we note that \(P = f_1^- \cdot \text{rec}X.f.X = f_1^+ \cdot f_1^- \cdot \text{rec}X.f.X\), by applying (Rec2) and (TAct). We start the procedure of the proof of Theorem 7.3 with the initial state \(P \parallel_0 \emptyset P\). We have:

\[
P \parallel_0 \emptyset P = f_1^+ \cdot (P' \parallel_0 \{f_1 \mid (1.1_i)\} P) + f_1^+ \cdot (P' \parallel_0 \{f_1 \mid (1.1_i)\} P)
\]

by applying (Par), (LM4) and (SM3). From this equation we derive:

\[
P \parallel_0 \emptyset P = <f_1^+,2> \cdot (P' \parallel_0 \{f_1 \mid (1.1_i)\} P)
\]

by applying (Prob). Then, we have:

\[
P' \parallel_0 \{f_1 \mid (1.1_i)\} P = f_2^+ \cdot (P' \parallel_0 \{f_1 \mid (1.1_i), f_1 \mid (2.2_i)\} P')
\]

by applying (Par), (LM4), (LM5), (SM3) and (Pri2). Then, we have:

\[
P' \parallel_0 \{f_1 \mid (1.1_i), f_1 \mid (2.2_i)\} P' = f_1^- \cdot (P' \parallel_0 \{f_1 \mid (2.2_i)\} P') + f_2^- \cdot (P' \parallel_0 \{f_1 \mid (1.1_i)\} P')
\]

by applying (Par), (LM5) and (SM3). From this equation we derive:

\[
P' \parallel_0 \{f_1 \mid (1.1_i), f_1 \mid (2.2_i)\} P' = f_1^- \cdot (P' \parallel_0 \{f_1 \mid (2.2_i)\} P') + f_2^- \cdot (P' \parallel_0 \{f_1 \mid (1.1_i)\} P')
\]

by applying (Par), (A1) and (SM1) to \(P \parallel_0 \{f_1 \mid (1.1_i)\} P'\). Finally we have:

\[
P' \parallel_0 \{f_1 \mid (2.2_i)\} P' = f_1^+ \cdot (P' \parallel_0 \{f_1 \mid (1.1_i), f_1 \mid (2.2_i)\} P')
\]

by applying (Par), (LM4), (LM5), (SM3) and (Pri2). Now we perform the second part of the procedure where we generate recursive processes and we substitute states with equivalent terms. We start with \(P' \parallel_0 \{f_1 \mid (1.1_i)\} P'\). Since the state does not occur in its equivalent term we do not have to generate any recursion. Substituting the state with its equivalent term in the other equations generates the new equation:

\[
P' \parallel_0 \{f_1 \mid (1.1_i), f_1 \mid (2.2_i)\} P' = f_1^- \cdot f_1^+ \cdot Y + f_2^- \cdot (P' \parallel_0 \{f_1 \mid (1.1_i)\} P')
\]

Then we consider the state \(P' \parallel_0 \{f_1 \mid (2.1_i), f_1 \mid (2.2_i)\} P'\). We change its equation by generating a recursion as follows:

\[
P' \parallel_0 \{f_1 \mid (2.1_i), f_1 \mid (2.2_i)\} P' = \text{rec}Y.(f_1^- \cdot f_1^+ \cdot Y + f_2^- \cdot (P' \parallel_0 \{f_1 \mid (1.1_i)\} P')).
\]

Substituting the state with its equivalent term in the remaining equations generates the new equation:

\[
P' \parallel_0 \{f_1 \mid (1.1_i)\} P = f_2^- \cdot \text{rec}Y.(f_1^- \cdot f_1^+ \cdot Y + f_2^- \cdot (P' \parallel_0 \{f_1 \mid (1.1_i)\} P')).
\]

Now we consider the state \(P' \parallel_0 \{f_1 \mid (1.1_i)\} P\). We change its equation by generating a recursion as follows:

\[
P' \parallel_0 \{f_1 \mid (1.1_i)\} P = \text{rec}(f_2^- \cdot \text{rec}Y(f_1^- \cdot f_1^+ \cdot Y + f_2^- \cdot X)).
\]

Substituting the state with its equivalent term in the remaining equations generates the new equation:

\[
P' \parallel_0 \{f_1 \mid (2.1_i), f_1 \mid (2.2_i)\} P = \text{rec}(f_2^- \cdot \text{rec}Y(f_1^- \cdot f_1^+ \cdot Y + f_2^- \cdot X)).
\]
Therefore we have turned our initial system \( \text{rec} X.f.X \parallel \emptyset \text{rec} X.f.X \) into the recursive sequential process 
\(<f^+_{1+2} \cdot \text{rec} X.f.X, f^+_{1+2} \cdot \text{rec} Y(f^+_{1+2} \cdot Y + f^+_{1+2} \cdot X)\). Note that the operational semantics of this process generates the labeled transition system of Fig. 6.6 derived in Chapter 6 as the minimal version of the IGSMP in Fig. 7.3.

7.4 Example: Queuing Systems G/G/1/q

In this section we present an example of specification with IGSMP. In particular we concentrate on Queuing Systems (QSs) \( G/G/1/q \), i.e. QSs which have one server and a FIFO queue with \( q-1 \) seats and serve a population of unboundedly many customers. In particular the QS has an interarrival time which is generally distributed with distribution \( f \) and a service time which is generally distributed with distribution \( g \).

Such a system can be modeled with IGSMP as follows. Let \( a \) be the action representing the fact that a new customer arrives at the queue of the service center, \( d \) be the action representing that a customer is delivered by the queue to the server. The process algebra specification is the following one: 9

\[
\begin{align*}
\text{QS}_{G/G/1/q} \triangleq & \text{Arrivals} \parallel (\text{Queue}_0 \parallel \{d\} \text{Server}) \\
\text{Arrivals} \triangleq & f.a.Arrivals \\
\text{Queue}_0 \triangleq & a.\text{Queue}_1 \\
\text{Queue}_h \triangleq & a.\text{Queue}_{h+1} + d.\text{Queue}_{h+1} \quad 0 < h < q-1 \\
\text{Queue}_{q-1} \triangleq & a.\text{Queue}_{q-1} + d.\text{Queue}_{q-2} \\
\text{Server} \triangleq & d.g.\text{Server}
\end{align*}
\]

We have specified the whole system as the composition of the arrival process, the queue and the server which communicate via action types \( a \) and \( d \). Then we have separately modeled the arrival process, the queue, and the server. As a consequence if we want to modify the description by changing the interarrival time distribution \( f \) or the service time distribution \( g \), only component \( \text{Arrivals} \) or \( \text{Server} \) needs to be modified while component \( \text{Queue} \) is not affected. Note that the role of actions \( a \) and \( d \) is defining interactions among the different system components. Such actions have zero duration and they are neglected from the performance viewpoint.

In Fig. 7.5 we show \( G[\text{QS}_{G/G/1/q}] \). In this picture \( A \) stands for \( \text{Arrivals} \), \( A' \) stands for \( f^- . a.\text{Arrivals} \), \( A'' \) stands for \( a.\text{Arrivals} \). Similarly, \( S \) stands for \( \text{Server} \), \( S' \) stands for \( g.\text{Server} \), \( S'' \) stands for \( g^- .\text{Server} \).

---

9In the specification we use process constants (as defined in Chapter 2), instead of the operator “\( \text{rec} X \)”, to denote recursion. The reason being that the use of constants is suitable for doing specifications, while the use of operator “\( \text{rec} X \)” is preferable when dealing with axiomatizations. The two constructs are shown to be completely equivalent in [122].
Moreover, $Q_h$ stands for $Queue_h$, for any $h$. We omit parallel composition operators in terms, so, e.g., $AQ_hS$ stands for $Arrivals \parallel \{a\} (Queue_h \parallel \{d\} Server)$.

In order to derive the performance model of the system $QS_{G/G/1/q}$ we have to make sure that it is complete both from the interaction and the performance viewpoints. In Fig. 7.5 we have visible actions $a$ and $d$, therefore the behavior of the system can be influenced by interaction with the environment and is not complete. We make it complete by considering $QS_{G/G/1/q}/\{a,d\}$ so that every action in the semantic model of Fig. 7.5 becomes a $\tau$ action.

As far as completeness w.r.t. performance is concerned, we present in Fig. 7.6 the minimal version of $\mathcal{G}[QS_{G/G/1/q}/\{a,d\}]$, obtained by aggregating weakly bisimilar states (see Sect. 7.3). Since in the minimal model there are no longer internal $\tau$ actions, we have that our system is complete also w.r.t. performance.

By applying the formal procedure defined in Sect. 6.3, hence by solving choice trees in the minimal model of Fig. 7.6, we finally obtain the GSMP of Fig. 7.7. The probability $Pr$ associated to each transition of the GSMP is 1. $P_{init}$ is 1 for the state pointed by the arrow and 0 for all the other states. The elements $e_1$ and $e_2$ represent the delays $f$ and $g$. 

**Figure 7.5**: Semantic Model
Figure 7.6: Minimal Semantic Model

\[ ElPDF(e_1) = f, \quad ElPDF(e_2) = g \]

Figure 7.7: Derived GSMP
7.5 Conclusion

Several algebraic languages which express generally distributed durations like the calculus of IGSMPs have been previously developed. In this section we present related work by starting from languages that follow a completely different approach in representing the behavior of systems.

In [49] a truly concurrent approach to modeling systems is proposed which employs general distributions. From a term of the algebra presented in [49] a truly concurrent semantic model (a stochastic extension of a bundle event structure) is derived that represents statically the concurrency of the system by expressing the components of the system and the causal relationships among them. Therefore the behavior of the system is not described by representing explicitly all possible global system states as it happens in labeled transition systems. In this way a very concise semantic model is obtained where duration distributions can be statically associated with durational actions. The drawback of this approach is that the semantic models produced must nevertheless be translated to a transition system form before their performance can be evaluated. This because in GSMPs the evolution of a stochastic process is represented in such a form. Another algebraic approach to modeling systems with general distributions is the discrete event simulation approach [90, 69]. For example in [90] an algebra is developed that extends CCS with temporal and probabilistic operators in order to formally describe discrete event simulations. Such algebra employs actions with null duration (events) and delays similarly as in IGSMP. The states produced by the operational semantics include explicitly the residual durations of delays (as real numbers), hence the semantic models of systems are not finite. This approach excludes a priori the possibility of making mathematical analysis of such models by means of established theoretical results such as analytical solution methods for (insensitive) GSMPs [121].

Other languages have been previously developed, that are more similar to the calculus of IGSMPs, in that they represent the behavior of specified systems via labeled transition systems which are (in many cases) finite. According to these approaches [87, 139, 113] the execution of durational actions is represented in an abstract way, as in IGSMP, without including explicitly their residual durations (as real numbers) in states. In [87] the technique of “start reference” is employed in order to have a pointer to the system state where an action begins its execution. In [139], instead, information about causality relations among actions is exploited in order to establish the starting point of actions. In a recent work [113] a methodology for obtaining finite semantic models from the algebra of [90] is defined, which is based on symbolic operational semantics. Such semantics generates symbolical transition systems which abstract from time values by representing operations on values as symbolic expressions. The drawback of these approaches is that the structure of the semantic models generated is very different from that of GSMPs. It is therefore not always clear how to derive a performance model for a specified system and [113] only provides a (quite involved) procedure for deriving a GSMP from systems belonging to a certain class.

The languages that are closest to IGSMP, in that they produce semantic models which represent probabilistic durations as in GSMPs are those of [7, 69]. In particular such semantic models represent the performance behavior of systems by means of (some kind of) clocks with probabilistic duration which can
be easily seen as the elements of a GSMP. With the language of [7], performance models are derived from terms specifying systems by applying to them a preliminary procedure that gives a different name to each durational action of the term. In this way, each name represents a different clock in the semantic model of the system. In the approach of [7] the events of action starts are not explicitly expressed in the semantic models and choices are resolved via the race policy (alternative actions are executed in parallel and the first action that terminates wins) instead of the preselection policy as in IGSMP. The approach of [69], which has been developed concurrently with our work on general distributions (the first papers [70] and [41] on the two approaches appeared at the same workshop), is the most similar to ours. The language presented in [69] is endowed with an abstract semantics which may generate finite intermediate semantic models (from these models it is then possible to derive the infinite models which are used for discrete event simulation). With this language clock names must be explicitly expressed in the term that specify the system and the fact that a different name is used for each clock is ensured by imposing syntactical restrictions in terms. As in IGSMP the execution of a clock is represented by the events of clock start and clock termination, but here these two events must be explicitly expressed in the term specifying a system and they are not automatically generated by the operational semantics. Moreover, the language of [69] can only express choices between events of clock terminations (which are resolved through race policy) and cannot express probabilistic choices which are a basic ingredient of GSMPs. A drawback of the approaches of [7, 69] w.r.t. the calculus of IGSMP is that there is no easy way to decide equivalence of systems (hence to minimize their state space). This is because in order to establish the equivalence of two systems it is necessary to associate in some way the names of the clocks used by one system with the names of the corresponding clocks used by the other one. As we will see in Chapter 13, trying to extend the notion of bisimulation in this way turns out to be rather complex especially in the presence of probabilistic choices. In IGSMP, instead, names of clocks are dynamically generated by the operational semantics with a fixed rule. In this way equivalent systems get the same names for clocks and there is no need to associate names of clocks for establishing equivalence. We can, therefore, rely on standard (probabilistic) bisimulation and we have the opportunity to reuse existing results and tools.
Chapter 8

Mapping IGSMPs onto Pure Markovian and Real-Time Processes

In this chapter we present the two formal mappings from IGSMPs, representing the stochastic and real-time behavior of a concurrent system in an integrated way, into IWMCs, representing the pure stochastic (Markovian) behavior of the system, and into ITA, representing the pure real-time behavior of the system. Both mappings are compositional and preserve equivalence of systems.

8.1 Introduction

In Chapter 1 we showed that formal specification languages expressing generally distributed time can be seen as representing the real-time and stochastic time aspects of a concurrent system in an integrated fashion. In this chapter we show how to derive from such an integrated specification of a concurrent system a pure stochastic (Markovian) specification and a pure real-time specification. The capability of performing such mappings is important because it allows us to use, in the analysis of stochastic real-time systems, besides the “integrated” techniques introduced in Chapters 6 and 7, also the results and software tools already developed for Markovian systems and real-time systems.

In particular we will map IGSMP integrated specifications into IWMC specifications, representing the pure stochastic (Markovian) behavior of the system, and into ITA, representing the pure real-time behavior of the system. The former mapping is obtained by approximating generally distributed durations with phase-type durations. Technically, such mapping is performed compositionally at the algebraic level by replacing each delay prefix \(<f, w>\) occurring in an algebraic term of an IGSMP specification with an IWMC term \(w.P\), where \(P\) is the algebraic representation of a phase-type distribution (see Chapter 2) approximating \(f\). In this way we map a term of the calculus of IGSMPs into a term of IWMC. The latter mapping is obtained by abstracting from probability related information. Such mapping is still performed compositionally, but at the level of models (not at the level of algebraic terms). In particular we define how to derive an ITA from an IGSMP by turning probabilistic choices into non-deterministic choices and by considering the support of
the distribution of a clock, i.e. the set of time values that may happen with probability (density) greater than 0, as the set of possible values for its duration. Moreover we show that such mapping is compositional, i.e. is preserved by CSP parallel composition and hiding. If every distribution used in the GSMP has a support which is a finite collection of intervals, then the derived ITA is analyzable with existing techniques and tools (see Chapter 5).

We present in Sect. 8.2 the formal mapping from IGSMP terms to IWMC terms and in Sect. 8.3 the formal mapping from IGSMPs to ITA.

8.2 Deriving the Pure Markovian Process

Given an IGSMP term \( P \in IGSMP_g \), as defined in Chapter 7, we derive an IWMC term \( Q \in IWMC_g \), as defined in Chapter 4, by approximating general distribution with phase-type distributions. Since phase-type distributions are defined as the time to absorption in a CTMC with one absorbing state, any phase-type distribution \( pht \) can be represented by some term \( P_{pht} \) of IWMC, made up of only weighted prefixes “\( w \)”, exponentially timed prefixes “\( \lambda \)”, choice operators “\( + \)”, recursion operators “\( rec \)”, and occurrences of a free variable \( X \) representing the absorbing state. Note that weight prefixes “\( w \)” are necessary to model probabilistic initial states in CTMCs. We assume that only phase-type distribution are considered such that the probability of the absorbing state to be the initial state is zero. On the other hand this is consistent with the idea of using phase-type distributions as approximating distributions which are continuous and have an infinite support. Given this constraint it is not restrictive to assume that terms \( P_{pht} \) are such that each occurrence of \( X \) appears in \( P_{pht} \) in the form \( \lambda X \) for some \( \lambda \).

Given a function \( \text{approx} : PDF \rightarrow PhT \), which associates with each general distribution \( f \) occurring in an IGSMP specification \( P \) its approximating phase-type distribution \( pht \), term \( Q \in IWMC_g \) is obtained as follows. Denoted with \( R[R'/X] \) the term obtained from a term \( R \) by replacing \( R' \) for \( X \) inside \( R \), we just replace each occurrence of a subterm \( <f,w>.P' \) in \( P \) with \( w.(P_{\text{approx}(f)}[P'/X]). \)

**Definition 8.1** Given \( P \in IGSMP_g \) and a function \( \text{approx} : PDF \rightarrow PhT \), which associates with each general distribution occurring in \( P \) an approximating phase-type distribution \( pht \), we define \( M[P, \text{approx}] \in IWMC_g \) to be the term obtained by replacing each occurrence of a subterm \( <f,w>.P' \) in \( P \) with \( w.(P_{\text{approx}(f)}[P'/X]). \)

The following theorem, where we denote by \( \text{approx}(P) \) the term of \( IGSMP_g \) obtained from \( P \in IGSMP_g \) by replacing distributions \( f \) in prefixes \( <f,w> \) according to \( \text{approx} \), shows the correctness of the mapping from IGSMP to IWMC terms (performance measures are preserved).

**Theorem 8.1** Given \( P \in IGSMP_g \) and \( \text{approx} : PDF \rightarrow PhT \), we have that, for every fixed adversary resolving non-deterministic choices, the stochastic process underlying \( \text{approx}(P) \) is the same as that underlying \( M[P, \text{approx}] \) (provided that in \( M[P, \text{approx}] \) we do not consider states that are distinguished just
because they enable different derivatives of terms \( P_{\text{approx}}(f) \), for the same distribution \( f \), as being different states in the underlying stochastic process).

**Proof:** It is sufficient to show that we can create a mapping from the states of \( \text{approx}(P) \) onto the states of \( \mathcal{M}[P, \text{approx}] \) (modulo not considering as being different states the states of \( \mathcal{M}[P, \text{approx}] \) that are distinguished just because they enable different derivatives of terms \( P_{\text{approx}}(f) \), for the same distribution \( f \)) such that, if we abstract from renaming of \( \text{approx}(P) \) states, the stochastic process underlying \( \text{approx}(P) \) and \( \mathcal{M}[P, \text{approx}] \) (for a given adversary) are exactly the same. In particular such a correspondence is obtained as follows. We put a state \( P' \) of \( \text{approx}(P) \) in correspondence with any state of \( \mathcal{M}[P, \text{approx}] \) obtained from \( \mathcal{M}[P', \text{approx}] \) by replacing occurrences of prefixes \( f_i^- R \) with arbitrary derivatives \( P'_f \neq X \) of \( P_{\text{approx}}(f) \) (when doing this variables \( X \) in \( P'_f \) are replaced by the “continuation” \( R \) of the prefix). The fact that we obtain identical stochastic processes derives from the following considerations. From the definition of the semantics of IGSMP and IWMC terms, it is easy to see that, given a state \( P' \) of \( \text{approx}(P) \) we have the following correspondence between single transitions leaving \( P' \) and (disjoint) group of transitions leaving a state \( P'' \) of \( \mathcal{M}[P, \text{approx}] \) corresponding to \( P' \):

- For every action transition \( \alpha \) leaving \( P' \) and leading to \( Q' \) there is a single corresponding action transition \( \alpha \) leaving \( P'' \) which leads to a state \( Q'' \) that corresponds to \( Q' \) and is such that it preserves the derivatives \( P''_{f_i} \) used in \( P'' \) in correspondence to prefixes \( f_i^- \) occurring in \( P' \).
- For every delay start transition \( \langle f_i^+, w \rangle \) leaving \( P' \) and leading to \( Q' \) there is a single probabilistic transition \( w \) leaving \( P'' \) that leads to a state \( Q'' \) that corresponds to \( Q' \) and is such that it preserves the derivatives \( P''_{f_i} \) used in \( P'' \) in correspondence to prefixes \( f_i^- \) occurring in \( P' \).
- For every delay termination transition \( f_i^- \) leaving \( P' \) and leading to \( Q' \) there is:
  - Either a group of probabilistic transitions such that each probabilistic transition \( w \) leaving \( P'' \) leads to a state \( Q'' \) that corresponds to \( Q' \) and is such that: (i) for each prefix \( g_j \) occurring in \( P'' \) with \( g \neq f \) and \( j \neq i \) it preserves the derivative \( P''_{g_j} \) used in \( P'' \) in correspondence to prefix \( g_j^- \); (ii) in correspondence to prefix \( f_i^- \) it, instead, makes use of a derivative \( Q''_{g_i} \) such that, if \( P''_{f_i} \) is derivative used in \( P'' \), \( P''_{f_i} \) reaches \( Q''_{f_i} \) via a \( w \) transition.
  - Or a group of exponentially timed transitions such that each exponentially timed transition \( \lambda \) leaving \( P'' \):
    * Either leads to a state \( Q'' \) that corresponds to \( P' \) and is such that: (i) for each prefix \( g_j^- \) occurring in \( P' \) with \( g \neq f \) and \( j \neq i \) it preserves the derivative \( P''_{g_j} \) used in \( P'' \) in correspondence to prefix \( g_j^- \); (ii) in correspondence to prefix \( f_i^- \) it, instead, makes use of a derivative \( Q''_{g_i} \) such that, if \( P''_{f_i} \) is derivative used in \( P'' \), \( P''_{f_i} \) reaches \( Q''_{f_i} \) via a \( \lambda \) transition.
    * Or leads to a state \( Q'' \) that corresponds to \( Q' \) and is such that for each prefix \( g_j^- \) occurring in \( P' \) with \( g \neq f \) and \( j \neq i \) it preserves the derivative \( P''_{g_j} \) used in \( P'' \) in correspondence to prefix \( g_j^- \).
Moreover, if \( P' \) is a probabilistic state, the state \( P'' \) of \( M[P, \text{approx}] \) corresponding to \( P' \) also exhibits, for each probabilistic derivative \( P'_{f_i} \) used in \( P'' \) in correspondence to a prefix \( f_i^- \) occurring in \( P' \), a group of probabilistic transitions such that each probabilistic transition \( w \) leaving \( P'' \) leads to a state \( Q'' \) that corresponds to \( P' \) and is such that: (i) for each prefix \( g_j^- \) occurring in \( P' \) with \( g \neq f \) and \( j \neq i \) it preserves the derivative \( P'_{g_j} \) used in \( P'' \) in correspondence to prefix \( g_j^- \); (ii) in correspondence to prefix \( f_i^- \) it preserves, makes use of a derivative \( Q''_{f_i} \) such that, if \( P'_{f_i} \) is derivative used in \( P' \), \( P'_{f_i} \) reaches \( Q''_{f_i} \) via a \( w \) transition.

Therefore, since (for a given adversary) the stochastic processes underlying \( \text{approx}(P) \) and \( M[P, \text{approx}] \) exhibit the same state to state transitions (modulo: not considering states of \( M[P, \text{approx}] \) corresponding to the same \( \text{approx}(P) \) state as being different, and renaming states of \( \text{approx}(P) \) according to the correspondence) and that \( M[P, \text{approx}] \) correctly represents (due to the memoryless property of exponential distribution and to the fact that weight prefixes have zero duration) via derivatives of \( P'_{f_i} \) of \( P_{\text{approx}(f)} \) the residual distributions of generally distributed delays \( f_i \) in states of \( \text{approx}(P) \), the stochastic process underlying \( \text{approx}(P) \) is the same as that underlying \( M[P, \text{approx}] \).

The following theorem shows that, thanks to the fact that the semantics of IGSMP delays are defined by means of an ST semantics, observational equivalence is preserved when delays are refined by means of phase-type distributions. We denote with \( \simeq_{\text{IGSMP}} \) observational equivalence over IGSMP terms (defined in Chapter 7), while we denote with \( \simeq_{\text{IWMC}} \) observational equivalence over IWMC terms (defined in Chapter 4).

**Theorem 8.2** Given \( P, Q \in \text{IGSMP}_g \) and a function \( \text{approx} : \text{PDF}^+ \rightarrow \text{PhT} \), we have that \( P \simeq_{\text{IGSMP}} Q \) implies \( M[P, \text{approx}] \simeq_{\text{IWMC}} M[Q, \text{approx}] \).

**Proof:** It is sufficient just to show that we can build a weak bisimulation \( \beta' \) between states of the semantic models of IWMC terms \( M[P, \text{approx}] \) and \( M[Q, \text{approx}] \) (see Chapter 4) from a weak bisimulation \( \beta \) between states of the semantic models of IGSMP terms \( P \) and \( Q \) (see Chapter 6). In particular \( \beta' \) is obtained as follows. Given \( P', Q' \) such that \( P' \beta Q' \) and considering, for each delay \( f_i \) such that \( f_i^- \) occurs in \( P' \) (or equivalently, since \( P' \beta Q' \), in \( Q' \)), an arbitrary derivative \( P'_{f_i} \) of \( P_{\text{approx}(f)} \), we must have that the terms obtained from \( M[P', \text{approx}] \) and \( M[Q', \text{approx}] \) by replacing occurrences of prefixes \( f_i^- . R \) with terms \( P'_{f_i} \) (when doing this variables \( X \) in \( P'_{f_i} \) are replaced by the “continuation” \( R \) of the prefix) are related by \( \beta' \).

The fact that \( \beta' \) is a weak bisimulation derives from the fact that transitions \( f_i^- \) of equivalent IGSMP state terms \( P' \) and \( Q' \) are matched according to bisimulation and occurrences of \( f_i^- \) prefixes are replaced with the same derivative of of \( P_{\text{approx}(f)} \) in both \( M[P', \text{approx}] \) and \( M[Q', \text{approx}] \). Moreover, since in the calculus of IGSMPs we use ST semantics, we cannot have two delays in execution with the same name \( f_i \), hence in a state of an IGSMP term we have at most one occurrence of a prefix \( f_i^- \).

The simple mapping above from IGSMP terms into IWMC terms is significant from a pure performance viewpoint in that it shows process algebra to provide exactly the machinery necessary for approximating GSMPs with CTMCs through phase-type distributions. This because, while directly transforming at the model level a GSMP into a CTMC via phase-type approximation is really cumbersome due to the interleaving
of the exponential phases, when using process algebra we just have to approximate general distributions at
the term level and then the parallel operator automatically computes the interleaving of exponential phases
for us. Finally, such a mapping confirms ST semantics to be the adequate semantics for generally distributed
time in that approximation of activity durations with phase-type distributions is a form of action refinement.

8.3 Deriving the Pure Real-Time Process

Given an IGSMP $\mathcal{G} = (\Sigma, \mathcal{C}, D, Act, T_+, T_-, T_a, s_0)$, as defined in Chapter 6, we derive an ITA $T = (\Sigma, \mathcal{C}, Act, T_r, T_b, T_a, s_0)$, as defined in Chapter 5, by turning probabilistic choices into non-deterministic
choices and by considering the support of the distribution of a clock as the set of possible values for its du-
ration. In particular, clock start transitions $C_i^+$ are turned into reset transitions $C_i$, while clock termination
transitions $C_i^-$ are turned into clock bound transitions $C_i \in T$, where $T$ is the support of the distribution $D(C_i)$. Note that a technique like this, which is based on the idea that we introduced in [32] of considering
support of distributions as constraints over clocks, was also used in [50] for deriving timed automata from the
stochastic automata model of [66]. Subsequently, in [67] it was shown that a more complex technique, which
generates new states for each interval composing the domain of the support of the probability distribution
of clocks, is actually needed for correctly deriving timed automata from the model of [66]. This because it
can be seen that in such a model the direct transformation of clock termination transitions into transitions
requiring clocks to assume values in the support of their distributions causes timed automata which behave
differently from the original system to be derived. This is due to the fact that in the model of [66] it may
happen that a clock termination transition is executed some time after the clock the transition refers to
actually terminates. Since such a phenomenon cannot happen in IGSMPs, our simple technique which does
not increase the system state space, can be correctly applied.

Now we present the precise definition of support of a probability distribution that we need for the
translation. We follow the idea of [67] of defining the support (therein called “useful domain”) in such a
way that, if a time value is in the support set, then either it has non-zero measure, or it is internal, i.e. it
belongs to an open interval which is all included in the support set (and which must have non-zero measure).
This avoids considering traces containing action orderings which in the original IGSMP occur with zero
probability (see [67]).

**Definition 8.2** Given a probability distribution $f$ over $\mathbb{R}$, the support of $f$, denoted by $\text{supp}(f)$, is the set
obtained from the least closed subset of $\mathbb{R}$ with measure 1 by eliminating non-internal values with measure 0.

It is trivial to verify that for each probability distribution $f$, $\text{supp}(f)$ has measure 1 (hence that the
definition is correct).
Definition 8.3 Given an IGSMP $\mathcal{G} = (\Sigma, \mathcal{C}, D, \text{Act}, T_+, T_-, T_a, s_0)$, we define $T[\mathcal{G}]$ to be the ITA $T = (\Sigma, \mathcal{C}, \text{Act}, T, T_b, T_a, s_0)$, where $T_+$ and $T_b$ are given by

- $T_+ = \{(s, C_i, s') \mid (s, C_i^+, s') \in T_+\}$
- $T_b = \{(s, C_i \in T, s') \mid (s, C_i^-, s') \in T_- \land T = \text{supp}(D(C_i))\}$

In order to show the correctness of the mapping from IGSMP to ITA, we define the concepts of supported transitions of IGSMPs and of possible transitions of ITA. Supported transitions of an IGSMP are timed transitions $t \in \mathbb{R}^+ \cup 0$ and action transitions $\alpha \in \text{Act}$ executable by the IGSMP according to its semantics (see Chapter 6) when we consider as possible values sampled for a clock with distribution $f$ the time values in $\text{supp}(f)$ only. Similarly a possible transition of an ITA starting is a timed transitions $t \in \mathbb{R}^+ \cup 0$ and action transitions $\alpha \in \text{Act}$ executable by the ITA according to its semantics (see Chapter 5). Both transition relation are defined over a common set of states representing scenarios in significant (and corresponding) moments of the behavior of the IGSMP and ITA. In particular, states are of the form $[s,v]$, where $s \in \Sigma$ (the set of IGSMP or ITA states) and $v: \mathcal{C} \to \mathbb{R}^+ \cup \{0\}$ is a valuation function assigning a spent time value to each of the clocks in $\mathcal{C}$ (the set of IGSMP or ITA clocks). $[s,v]$ represents a scenario in which clocks have reached the values in $v$ and clocks with non-zero spent time value have already fired every clock related transition (termination transitions for IGSMPs and clock bound transitions for ITA) to be fired in the instant of time $v$ refers to.

Before defining supported transitions for IGSMPs we introduce some notation. Let $[\mathcal{G}] = (\Sigma', \mathbb{R}^+ \cup \{0\}, \text{Act}, P, T_0, T_a', s'_0)$ be the RISTTS obtained from the IGSMP $\mathcal{G} = (\Sigma, \mathcal{C}, D, \text{Act}, T_+, T_-, T_a, s_0)$. We denote by $\text{pr}_{(s,v)}$ the measure function defined by the probability space $P(s,v,-)$ and by $\text{sampled}_{(s,v),(s',v',C_n)}$ the distribution of the residual duration of clock $C_n$, given that $(s',v')$ is reached from $(s,v)$ and that clock $C_n$ samples the least time value. Such a distribution is defined by the probability space $\text{time}_{s',v',C_n}(P(s,v,-))/\text{pr}(\{(s'',v'',C_n : t'' | t'' \in \mathbb{R}\})$, where $\text{time}_{s',v',C_n}$ is the partial function from $\Sigma'$ to $\mathbb{R}$ defined by $\text{time}_{s',v',C_n}(s'',v'',C_n : t'') = t''$ (we consider a partial function $f$ applied to a measure space $P$, where the domain $D$ of $f$ is a set which is measurable in $P$, to yield the space induced by $f$ from the “subspace” of $P$ obtained by restricting its domain to $D$).

Definition 8.4 Given an IGSMP $\mathcal{G} = (\Sigma, \mathcal{C}, D, \text{Act}, T_+, T_-, T_a, s_0)$ and denoted the RISTTS $[\mathcal{G}]$ (the semantics of the IGSMP $\mathcal{G}$) by $[\mathcal{G}] = (\Sigma', \mathbb{R}^+ \cup \{0\}, \text{Act}, P, T_0, T_a', s'_0)$, we have $[s,v] \xrightarrow{t} [s',v']$ if there exist $v_1, v_2, v_1', v_2' : \mathcal{C} \to \mathbb{R}^+ \cup \{0\}$ and $\mathcal{S}, \mathcal{S}' \subseteq \mathcal{C}$, with $v_1 = v|\mathcal{C}_S, v_2 = v|\mathcal{C}_{-S}, v_1' = v'|\mathcal{C}_S$ and $v_2' = v'|\mathcal{C}_{-S}$, such that: \(^1\)

- $[s, v, 1] \xrightarrow{t} [s', v_1', 1]$ and $v_2' = v_2 + t$ (i.e. $s$ is a waiting state and it turns out that $s = s'$ and $v_1 = v_1'$).

\(^1\)We denote by $f|S$ the restriction of function $f$ to the set $S$ and by $\to$ a partial function.
Definition 8.5

Given an ITA \( C \) (i.e. \( s \) is a probabilistic or a timed state of the IGSMP) and there exists \( \langle s'', v''', C_n : t' \rangle \), with \( \mathit{pr}_{(s,v)}\left(\{(s'', v''', C_n : t'') \mid t'' \in \mathbb{R}\}\right) > 0 \) and \( t' \in \mathit{supp}\left(\mathit{sampled}_{(s,v)}(s'', v''', C_n)\right) \), such that \( \langle s'', v'', C_n : t' \rangle \xrightarrow{\mathbb{R}} \langle s', v'_1, - \rangle \). Moreover \( v'_2|_{\mathit{dom}(v'')} = v''|_{\mathit{dom}(v'')} + t \) if \( t = t' \) then
\[
\varphi \left( \mathit{v_2}|_{\mathit{dom}(v'')} \right) = \{(C_n, v''(C_n) + t)\}.
\]

Moreover we have \( [s, v] \xrightarrow{\alpha} [s', v'] \) iff there exist \( v_1, v_v, v'_2 : C \rightarrow^* \mathbb{R}^+ \cup \{0\} \) and \( CS, CS' \subseteq C \), with \( v_1 = v|_{CS}, v_2 = v|_{CS} \), \( v'_1 = v'|_{CS} \), and \( v'_2 = v''|_{CS} \), such that:

- \( \langle s, v_1, - \rangle \xrightarrow{\alpha} \langle s', v'_1, - \rangle \) and \( v'_2 = v_2 \) (it turns out \( v_1 = v'_1 \)).
- \( \langle s, v_1, - \rangle \in \mathit{dom}(P) \) and there exists \( \langle s', v', C_n : t' \rangle \), with \( \mathit{pr}_{(s,v)}\left(\{(s'', v'', C_n : t'') \mid t'' \in \mathbb{R}\}\right) > 0 \) and \( t' \in \mathit{supp}\left(\mathit{sampled}_{(s,v)}(s'', v'', C_n)\right) \), such that \( \langle s'', v'', C_n : t' \rangle \xrightarrow{\alpha} \langle s', v'_1, - \rangle \). Moreover \( v'_2 = v''|_{\mathit{dom}(v'')} \) (it turns out \( v'_1 = v'' \) and that \( \alpha \) is a visible action).

Note that, from the semantics of IGSMPs, it can be easily inferred that the condition in the last item is satisfied whenever there exists \( \langle s'', v'' \rangle \), with \( \mathit{pr}_{(s,v)}\left(\{(s'', v'', C_n : t'') \mid C_n \in C \land t'' \in \mathbb{R}\}\right) > 0 \), such that for any \( C_n \) and \( t'' \) we have \( \langle s'', v'', C_n : t'' \rangle \xrightarrow{\alpha} \langle s', v', - \rangle \).

Definition 8.5

Given an ITA \( T = (\Sigma, C, \mathit{Act}, T_r, T_b, T_a, s_0) \) and denoted the RIPTTS \([T]\) (the semantics of the ITA \( T \)) by \([T] = (\Sigma', \mathbb{R}^+ \cup \{0\}, \mathit{Act}, T_r, T_b, T_a, s'_0)\) we have \([s, v] \xrightarrow{t} [s', v'] \) iff:

- \( t = 0 \) and \( \langle s, v \rangle \xrightarrow{2} * \langle s', v' \rangle \) and there exists \( t' \in \mathbb{R}^+ \) such that \( \langle s', v' \rangle \xrightarrow{t'} \).
- \( t = 0 \) and there exists \( s'' \) such that \( \langle s, v \rangle \xrightarrow{2} * \langle s'', v' \rangle \) and \( \langle s'', v' \rangle \xrightarrow{1} \langle s', v' \rangle \) such that there exists \( \phi \), expressed in terms of clocks \( C_n \) with \( \mathit{v}'(C_n) = 0 \) only, such that \( s'' \xrightarrow{\phi} s' \) in the ITA \( T \).
- \( \langle s, v \rangle \xrightarrow{2} * \langle s'', v'' \rangle \) and \( \langle s'', v'' \rangle \xrightarrow{t} \langle s', v' \rangle \) and there exists \( t' \in \mathbb{R}^+ \) such that \( \langle s', v' \rangle \xrightarrow{t'} \).
- \( \langle s, v \rangle \xrightarrow{2} * \langle s'', v'' \rangle \) and \( \langle s'', v'' \rangle \xrightarrow{t} \langle s', v' \rangle \) and there exists \( t' \in \mathbb{R}^+ \) and \( \langle s', v' \rangle \xrightarrow{t'} \).

Moreover we have \([s, v] \xrightarrow{\alpha} [s', v'] \) iff:

- \( \langle s, v \rangle \xrightarrow{\alpha} \langle s', v' \rangle \).
- \( \langle s, v \rangle \xrightarrow{2} \langle s'', v'' \rangle \) and \( \langle s'', v'' \rangle \xrightarrow{t} \) and \( \langle s', v' \rangle \xrightarrow{\alpha} \langle s', v' \rangle \).

\[2\text{We denote by } \xrightarrow{t} * \text{ a possibly empty sequence of } \xrightarrow{t} \text{ transitions.}\]
Theorem 8.3 Given an IGSMP $G = (Σ, C, D, Act, T_+, T_-, T_n, s_0)$ we have that for each state $s \in Σ$ and valuation function $v : C \rightarrow \mathbb{R}^+ \cup \{0\}$:

$$[s, v] \xrightarrow{t} G [s', v'] \Leftrightarrow [s, v] \xrightarrow{t} T[G] [s', v']$$

where $l$ ranges over $Act \cup (\mathbb{R}^+ \cup \{0\})$.

Proof: We start by showing that $[s, v] \xrightarrow{t} G [s', v'] \Leftrightarrow [s, v] \xrightarrow{t} T[G] [s', v']$ for $t \in \mathbb{R}^+ \cup \{0\}$.

- If $s$ is a waiting state or a silent state of the IGSMP $G$ then the statement trivially holds for every $v$.

- If $s$ a timed state then, denoted with $CS$ the set of clocks labeling its outgoing termination transitions, we can derive $t$ transitions either from the occurrence of clock related transitions or just from time passage in a state.

  - We start by clock related transitions. In the IGSMP $G$, according to Definition 8.4, we have a $[s, v] \xrightarrow{t} G [s', v + t]$ transition for every $t$ and $s'$ such that there exists $C_n$ with $s \xrightarrow{C_n} s'$ in $G$, such that $t \in supp(sampled_{(s,v|CS)}(s,v|CS,C_n))$. And it is easy to see that $supp(sampled_{(s,v|CS)}(s,v|CS,C_n)) = supp([D(C_n) | v(C_n)])$ where $N$ is the set of time values which cannot be sampled by clocks in $CS$ conditioned on valuation $v$. Assumed that $m = \min_{C_n \in CS} sup(supp([D(C_n) | v(C_n)]))$. $N$ is determined as follows. $N = \lfloor m, \infty \rfloor$ if for every $C_n' \in CS$ such that $sup(supp([D(C_n') | v(C_n')])) = m$ we have $m \in supp([D(C_n) | v(C_n)])$; $N = \lfloor m, \infty \rfloor$ otherwise.

    Similarly, in the ITA $T[G]$, according to Definition 8.5, we have a $[s, v] \xrightarrow{t} T[G] [s', v + t]$ transition for every $t$ and $s'$ such that there exists $C_n$ with $s \xrightarrow{C_n} s'$ in $G$, such that, $t > 0$ if $v(C_n) > 0$, and it holds $\bigwedge \{ \exists t' \geq t : (v(C_n') + t' \in supp(D(C_n'))) | C_n' \in CS \} \wedge v(C_n) + t \in supp(D(C_n))$.

    Since for any distribution $f$ it holds that $t \in supp([f|t']) \Rightarrow t > 0 \wedge t + t' \in supp(f)$, it easily derives that the two sets of time values above coincide.

    - We now consider $t$ transition derived just from time passage in a timed state $s$. In the IGSMP $G$, according to Definition 8.4, we have a $[s, v] \xrightarrow{t} G [s, v + t]$ transition for every $t$ such that there exists $C_n \in CS$ and $t' > t$ such that $t' \in supp(sampled_{(s,v|CS)}(s,v|CS,C_n))$. It is easy to see that the set of values $t$ satisfying the condition above is given by $( \bigcup_{C_n' \in CS} supp([D(C_n') | v(C_n')]) - \lfloor m, \infty \rfloor$, where $m = \min_{C_n' \in CS} sup(supp([D(C_n') | v(C_n')]))$.

      Similarly, in the ITA $T[G]$, according to Definition 8.5, we have a $[s, v] \xrightarrow{t} T[G] [s, v + t]$ transition for every $t$ such that: (i) either $t = 0$ or it holds $\bigwedge \{ \exists t' \geq t : (v(C_n') + t' \in supp(D(C_n'))) | C_n' \in CS \}$; and (ii) there exists $t'' > 0$ such that it holds $\bigwedge \{ \exists t' \geq t'' : (v(C_n') + t + t' \in supp(D(C_n'))) | C_n' \in CS \}$.

      Again it is immediate to verify that the two sets of time values above coincide.

- If $s$ a probabilistic state then we prove the statement as follows. In the IGSMP $G$, according to Definition 8.4, we have a $[s, v] \xrightarrow{t} G [s', v']$ transition whenever there exists a timed state $s''$ which
can be reached from $s$ via a sequence of clock start transitions in the IGSMP $G$ (we denote by $CS$ the set of clocks started in this sequence) and, considered $v'' = v|_{CS} \cup \{(C_n, 0) \mid C_n \in CS\}$, we have

$$[s'', v''] \xrightarrow{t} G [s', v''] + t \text{ and } v'' = v'' + t.$$

It is trivial to verify that for the ITA $T[G]$, according to Definition 8.5, we have exactly the same scenario for transitions $[s, v] \xrightarrow{t} T[G] [s', v']$.

We now show that $[s, v] \xrightarrow{\alpha} G [s', v'] \Leftrightarrow [s, v] \xrightarrow{\alpha} T[G] [s', v']$ for $\alpha \in Act$.

- If $s$ is a waiting state or a silent state of the IGSMP $G$ then the statement trivially holds for every $v$.

- If $s$ a timed state then we prove the statement as follows. In the IGSMP $G$, according to Definition 8.4, we have a $[s, v] \xrightarrow{\alpha} G [s', v']$ transition whenever $s \xrightarrow{\alpha} s'$ and $v = v'$. Note that the additional $\alpha$ transitions for $[s, v]$ derived from $\alpha$ transitions executable in the IGSMP $G$ semantics after sampling clocks in $s$ give rise to the same transition as above. For the ITA $T[G]$ we trivially have the same scenario.

- If $s$ a probabilistic state then we prove the statement as follows. In the IGSMP $G$, according to Definition 8.4, we have a $[s, v] \xrightarrow{\alpha} G [s', v']$ transition whenever: either (i) we have $s \xrightarrow{\alpha} s'$ in the IGSMP $G$ and $v = v'$; or (ii) there exists a timed state $s''$ which can be reached from $s$ via a sequence of clock start transitions in the IGSMP $G$ (we denote by $CS$ the set of clocks started in this sequence) and we have $s'' \xrightarrow{\alpha} s'$ in the IGSMP $G$ and $v' = v|_{CS} \cup \{(C_n, 0) \mid C_n \in CS\}$.

It is immediate to verify that, in the ITA $T[G]$, according to Definition 8.5, we have the same scenario.

\[\square\]

**Theorem 8.4** Given an IGSMP $G = (\Sigma, C, D, Act, T_+, T_-, T_a, s_0)$, we have that for each state $s$ and valuation function $v$ associating a time value to the clocks of $G$ (belonging to $C$) the set of all supported executions of $G$ starting in $[s, v]$ is equal to the set of all possible executions of the $T[G]$ starting in $[s, v]$.

**Proof:** An immediate consequence of Theorem 8.3. \[\square\]

The following theorem shows that weak bisimulation equivalence is preserved when well-named IGSMPs are mapped into ITA. We denote with $\approx_{IGSMP}$ weak bisimulation over well-named IGSMPs (defined in Chapter 6), while we denote with $\approx_{ITA}$ weak bisimulation over ITA (defined in Chapter 5).

**Theorem 8.5** Given two well-named IGSMPs $G'$ and $G''$, we have that $G' \approx_{IGSMP} G''$ implies $T[G'] \approx_{ITA} T[G'']$.

**Proof:** It is sufficient just to show that we can build a weak bisimulation family $B = \{\beta_H \subseteq \Sigma \times \Sigma \mid H \in \mathcal{H}\}$ between the two ITA $T[G']$ and $T[G'']$ (see Chapter 5) from a weak bisimulation $\beta$ between the two IGSMPs $G'$ and $G''$ (see Chapter 6). In particular $B$ is trivially obtained by letting $s_1 \beta s_2$ whenever $s_1 \beta s_2$ and $H$ is the identity relation over the union of the clocks of $G'$ and $G''$. \[\square\]
In the following we show that the mapping of IGSMPs into ITA is indeed compositional.

**Theorem 8.6** Let \( \mathcal{G}' \) and \( \mathcal{G}'' \) be two well-named IGSMPs. For each \( S \subseteq \text{Act} - \{\tau\} \) we have \( T[\mathcal{G}'] \parallel_{S} T[\mathcal{G}''] \approx_{\text{ITA}} T[\mathcal{G}' \parallel_{S} \mathcal{G}''] \).

**Proof:** It is sufficient just to show that we can build a weak bisimulation family \( \mathcal{B} = \{\beta_H \subseteq \Sigma \times \Sigma \mid H \in \mathcal{H}\} \) between the two ITA \( T[\mathcal{G}'] \parallel_{S} T[\mathcal{G}''] \) and \( T[\mathcal{G}' \parallel_{S} \mathcal{G}''] \). In particular \( \mathcal{B} \) is obtained by letting \((s_1, s_2)\beta_H(s_1, s_2, M)\) where \( H \) includes \( \{\langle C_{f,l}, C_{f,l} \mid f : (j, l) \in M\} \cup \{\langle C_{f,r}, C_{f,r} \mid f : (j, r) \in M\}\). The fact that \( \mathcal{B} \) is a weak bisimulation family simply derives from the fact that when composing in parallel IGSMPs \( \tau \) transitions pre-empt timed-related transitions and clock start transitions pre-empt clock termination transitions just as in ITA \( \tau \) transitions pre-empt timed-related transitions and clock reset transitions pre-empt clock bound transitions.

**Theorem 8.7** Let \( \mathcal{G} \) be a well-named IGSMP. For each \( L \subseteq \text{Act} - \{\tau\} \) we have \( T[\mathcal{G}] / L \approx_{\text{ITA}} T[\mathcal{G} / L] \).

**Proof:** It is sufficient just to show that we can build a weak bisimulation family \( \mathcal{B} = \{\beta_H \subseteq \Sigma \times \Sigma \mid H \in \mathcal{H}\} \) between the two ITA \( T[\mathcal{G}] / L \) and \( T[\mathcal{G} / L] \). In particular \( \mathcal{B} \) is trivially obtained by letting \((s_1, s_2)\beta_H(s_1, s_2)\) where \( H \) is the identity relationship over the clocks of \( \mathcal{G} \). The fact that \( \mathcal{B} \) is a weak bisimulation family simply derives from the fact that the only effect of hiding standard actions is to pre-empt the execution of time-related transitions both in IGSMPs and in ITA.
Chapter 9

Dealing with Timed Weakly Guarded Processes

In this chapter we face the problem of dealing with “Zeno” processes (technically, weakly guarded processes) in interactive timed process algebras, so that the integrated approach presented in this part of the thesis (Chapters 4-8) can be extended also to these kind of processes. In particular we consider a generic interactive timed process algebra and we show how to develop a complete axiomatization for observational congruence [122] over finite-state weakly guarded (or fully unguarded) processes. As a consequence of the new insight given by considering weakly guarded processes, we will also show that a definition of parallel operator similar to that of [98], different with respect to that used in the calculi of IWMCs and IGSMPs, is preferable. In particular it is needed in order to obtain the congruence property for weakly guarded processes. The introduction of such an operator makes interactive timed calculi somehow more complex, but more well-founded.

9.1 Introduction

In the last years the expressiveness of classical process algebras have been extended in several ways, e.g. by introducing a notion of pre-emption, real time or stochastic time. As in the case of the “interactive” calculi presented in Chapters 4 and 7 where we assume maximal progress [133], often such extensions have led to the necessity of introducing, explicitly or implicitly, a notion of priority among actions. The problems arising from expressing priority have been previously studied in the context of prioritized process algebras, see e.g. [60, 128, 61] and [62] for a survey. One of the open questions in this context is finding a complete axiomatization for observational congruence. In the literature complete axiomatizations of Milner’s standard notion of observational congruence for algebras with priority have been presented only for recursion free processes [128]. For this class of processes a notion of priority of silent \( \tau \) actions over actions of a type \( \delta \) (representing, e.g., a time delay) is simply axiomatized by adding the axiom \( \tau.E + \delta.F = \tau.E \) to the standard Milner’s complete proof system for observational congruence [122, 124].

When we consider also recursive processes (which are essential, e.g., if we want to do performance analysis), if we simply try to extend the Milner’s proof system for observational congruence [122] with the axiom
above, we do not obtain a correct axiomatization. This because the axiom:

\[ \text{rec}X.(\tau.X + E) = \text{rec}X.\tau.E \quad (\ast) \]

which is part of the proof system of [124], is no longer sound. For example if \( E \equiv \delta.E' \), the right-hand term can (weakly) perform \( \delta \), whilst the left-hand one cannot because of the priority of \( \tau \) actions over \( \delta \) actions. The axiom above is crucial for the completeness of the axiomatization in that it allows to “escape” \( \tau \) divergence in weakly guarded recursive terms, during the process of turning them into strongly guarded ones. The axiom reflects the possibility of observational congruence to equate \( \tau \) divergent expressions to non-divergent ones. Due to the fact that observational congruence does not distinguish \( \tau \) loops from \( \tau \) transitions, this equivalence is sometimes said to be fair with respect to divergence, in the sense that it implicitly assumes that a \( \tau \) loop will be eventually escaped from a process.

The effects of introducing such a notion of priority on the possibility of escaping divergence have been previously studied, but the problem was not really solved. For example it has previously been claimed [102] that introducing a notion of priority causes observational congruence to become unfair, i.e. it is not always possible to escape \( \tau \) divergence. In [102] the problem of finding a complete axiomatization for recursive processes is tackled by modifying Milner’s standard notion of observational congruence with the additional requirement that two bisimilar terms must have the same opportunity to silently become stable terms, i.e. terms that cannot perform \( \tau \) actions. Adopting this additional constraint, which now makes observational congruence certainly sensitive to \( \tau \) divergence, provides us with a simple necessary and sufficient condition for the possibility of escaping divergence. We can escape divergence in \( \text{rec}X.(\tau.X + E) \) if and only if \( E \) may perform a silent move.

In this chapter we show that with Milner’s standard notion of observational congruence it is always possible to escape \( \tau \) divergence even in the presence of priority. This is done by simply replacing \( E \) in the right-hand term of axiom \((\ast)\) with \( \text{pri}(E) \), whose behavior is obtained from that of \( E \) by removing all transitions \( \delta \) (and subsequent behaviors) performable in state \( E \). Therefore the new axiom is:

\[ \text{rec}X.(\tau.X + E) = \text{rec}X.\tau.\text{pri}(E) \]

The process algebra we consider is just the algebra of finite-state agents used by Milner in [124] for axiomatizing observational congruence in the presence of recursion, extended with \( \delta \) prefixing, where \( \delta \) actions have lower priority than \( \tau \) actions, i.e. a generic version of the “interactive” calculi considered in Chapters 4 and 7 without static operators. As in [128] and in Chapters 4 and 7 we capture the priority of \( \tau \) actions over \( \delta \) actions by cutting transitions which cannot be performed directly in semantic models (and not by discarding them at the level of bisimulation definition as done in [102]) so that we can just apply the ordinary notion of observational congruence [122]. By employing our technique we provide a complete axiomatization for observational congruence over processes of the prioritized process algebra.

The chapter terminates with a discussion about the extension of our basic prioritized process algebra
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with static operators. The problem here is that, while the extension with the static operators considered in
the timed process algebra of [98] can be harmlessly done, if we consider the static operators of the calculi
of Chapters 4 and 6, it turns out that observational congruence is no longer a congruence when we consider
weakly guarded terms (in particular it is not a congruence for the parallel operator). The approach that we
take here is, instead of considering the coarsest congruence which would give rise to an equivalence sensible
to \( \tau \) divergence as that of [102], to consider new static operators similar to those of [98]. The introduction of
such operators makes interactive timed calculi somehow more complex, but, we believe, more well-founded.

The chapter is structured as follows. In Sect. 9.2 we present the prioritized algebra and its operational
semantics. In Sect. 9.3 we present a complete axiomatization for observational congruence over processes of
the algebra. In Sect. 9.4 we report some concluding remarks about the extension of the prioritized algebra
with static operators.

### 9.2 Prioritized Algebra

The prioritized algebra that we consider is just CCS without static operators [124] extended with \( \delta \) prefixing,
where \( \delta \) actions have lower priority than silent \( \tau \) actions. The set of names is \( \mathcal{A} \). The set of prioritized actions
is defined by \( P\text{Act} = \mathcal{A} \cup \{ \tau \} \), ranged over by \( a, b, c, \ldots \). The set of all actions is defined by \( \text{Act} = P\text{Act} \cup \{ \delta \} \),
ranged over by \( \alpha, \beta, \ldots \). The set of term variables is \( \text{Var} \), ranged over by \( X, Y, \ldots \). The set \( \mathcal{E} \) of behavior
expressions, ranged over by \( E, F, G, \ldots \) is defined by the following syntax.

\[
E ::= 0 \mid X \mid \alpha.E \mid E + E \mid \text{rec}X.E
\]

The meaning of the operators is the standard one of [122, 124], where \( \text{rec}X \) denotes recursion in the usual
way.

As in [124] we take the liberty of identifying expressions which differ only by a change of bound variables.
We will write \( E\{F/X\} \) for the result of substituting \( F \) for each occurrence of \( X \) in \( E \), renaming bound
variables as necessary.

We adopt the standard definitions of [122, 124] for free variable, and open and closed term. The set of
processes, i.e. closed terms, is denoted by \( \mathcal{P} \), ranged over by \( P, Q, R, \ldots \).

We adopt the following standard definitions concerning guardedness of variables.

**Definition 9.1** \( X \) is weakly guarded in \( E \) if each occurrence of \( X \) is within some subexpression of \( E \) of the
form \( \alpha.F \).

\( X \) is (strongly) guarded in \( E \) if we additionally require that \( \alpha \neq \tau \).

\( X \) is unguarded in \( E \) if \( X \) is not (strongly) guarded in \( E \).

\( X \) is fully unguarded in \( E \) if \( X \) is neither strongly nor weakly guarded in \( E \).
A recursion $\text{rec}X.E$ is weakly guarded, (strongly) guarded, unguarded, fully unguarded, if $X$ is weakly guarded, (strongly) guarded, unguarded, fully unguarded in $E$, respectively. As in [124] we say that an expression $E$ is guarded (unguarded) if every (some) subexpression of $E$ which is a recursion is guarded (unguarded).

The operational semantics of the algebra terms is given as a relation $\rightarrow \subseteq \mathcal{E} \times \text{Act} \times \mathcal{E}$. We write $E \xrightarrow{\alpha} F$ for $(E, \alpha, F) \in \rightarrow$, $E \xrightarrow{\alpha}$ for $\exists F : (E, \alpha, F) \in \rightarrow$ and $E \not\xrightarrow{\alpha}$ for $\not\exists F : (E, \alpha, F) \in \rightarrow$. $\rightarrow$ is defined as the least relation satisfying the operational rules in Table 9.1.

![Table 9.1: Operational Semantics](image)

Table 9.1: Operational Semantics

Note that the rule for recursion is not the standard one used by Milner in [122, 124], in that it defines the moves of $\text{rec}X.E$ in a pure structural way, starting from those of $E$ (where $X$ occurs free), instead of $E\{\text{rec}X.E/X\}$. This rule, which was proven to be equivalent to that of Milner in [12], gives the possibility of simplifying the proofs of some results. In particular such proofs can be made by simply inducing on the structure of terms instead of inducing on the depth of the inference of term transitions.

The equivalence notion we consider over the terms of our prioritized process algebra is the standard notion of observational congruence extended to open terms [122, 124]. In particular we consider here the following characterization of observational congruence given in [124].

Let $\overset{\alpha}{\Rightarrow}$ denote $\tau^* \overset{\alpha}{\Rightarrow} \tau^*$. Moreover we define $\overset{\delta}{\Rightarrow} = \overset{\tau}{\Rightarrow}$ if $\alpha \neq \tau$ and $\overset{\tau}{\Rightarrow} = \tau^*$. Let $E \triangleright X$ denote that $E$ contains a free unguarded occurrence of $X$.

**Definition 9.2** A relation $\beta \subseteq \mathcal{E} \times \mathcal{E}$ is a weak bisimulation if, whenever $(E, F) \in \beta$:

- If $E \overset{\alpha}{\Rightarrow} E'$ then, for some $F'$, $F \overset{\delta}{\Rightarrow} F'$ and $(E', F') \in \beta$. 


• If $F \xrightarrow{\alpha} F'$ then, for some $E'$, $E \xrightarrow{\alpha} E'$ and $(E', F') \in \beta$.

• $E \triangleright X$ iff $F \triangleright X$.

Two expressions $E$, $F$ are weakly bisimilar, written $E \approx F$, iff $(E, F)$ is included in some weak bisimulation.

Definition 9.3 Two expressions $E$, $F$ are observational congruent, written $E \simeq F$, iff:

• If $E \xrightarrow{\alpha} E'$ then, for some $F'$, $F \xrightarrow{\alpha} F'$ and $E' \approx F'$.

• If $F \xrightarrow{\alpha} F'$ then, for some $E'$, $E \xrightarrow{\alpha} E'$ and $E' \approx F'$.

• $E \triangleright X$ iff $F \triangleright X$.

Corollary 9.1 If $E \simeq F$ then:

$$E \xrightarrow{\tau} \iff F \xrightarrow{\tau}$$

The following theorem shows that the presence of priority preserves the congruence property of observational congruence w.r.t. the operators of the algebra.

Theorem 9.1 $\simeq$ is a congruence w.r.t. prefix, choice and recursion operators.

Proof As far as the prefix operator is concerned, from $E \simeq F$ we trivially derive $\alpha.E \simeq \alpha.F$.

Concerning the choice operator, from $E \simeq F$ we derive $E + G \simeq F + G$ as follows. Supposed $E + G \xrightarrow{\alpha} H$ we have two cases.

• If $E \xrightarrow{\alpha} H$ then (from $E \simeq F$) $F \xrightarrow{\alpha} H'$ for some $H \approx H'$. Hence we have $F + G \xrightarrow{\alpha} H'$. In particular if $\alpha = \delta$ this derives from the fact that $E \xrightarrow{\alpha} H \Rightarrow F \xrightarrow{\tau}$.

• If $G \xrightarrow{\alpha} H$ then $F + G \xrightarrow{\alpha} H$. In particular if $\alpha = \delta$ this derives from the following consideration. It must be that $E \xrightarrow{\tau}$, hence (from Corollary 9.1) we have also that $F \xrightarrow{\tau}$.

Concerning the recursion operator, from $E \simeq F$ we derive $\text{rec}X.E \simeq \text{rec}X.F$ as follows. We show that

$$\beta = \{(G\{\text{rec}X.E/X\}, G\{\text{rec}X.F/X\}) \mid G \text{ contains at most } X \text{ free}\}$$
satisfies the condition:

if $G\{\text{rec}X.E/X\} \xrightarrow{\alpha} H$ then, for some $H', H''$,

$G\{\text{rec}X.F/X\} \xrightarrow{\alpha} H''$ with $H'' \approx H'$ such that $(H, H') \in \beta$,

and symmetrically for a move of $G\{\text{rec}X.F/X\}$.

This implies that $\beta$ is a weak bisimulation up to $\simeq$. Moreover by taking $G \equiv X$ we may conclude that $\text{rec}X.E \simeq \text{rec}X.F$. In the following we prove that $(G\{\text{rec}X.E/X\}, G\{\text{rec}X.F/X\}) \in \beta$ satisfies the property above by structural induction on the syntax of $G$. 


• If \( G \equiv 0 \) then the property above trivially holds.

• If \( G \equiv X \) then \( G \{ \text{rec}X.E/X \} \equiv \text{rec}X.E \) and \( G \{ \text{rec}X.F/X \} \equiv \text{rec}X.F \).

\[ \text{rec}X.E \xrightarrow{\alpha} H \text{ implies } E \xrightarrow{\alpha} G' \text{ with } H \equiv G' \{ \text{rec}X.E/X \} . \]

Since \( E \equiv F \) we have \( F \xrightarrow{\alpha} G'' \) with \( G'' \approx G' \). Therefore \( \text{rec}X.F \xrightarrow{\alpha} G'' \{ \text{rec}X.F/X \} \) with \( G'' \{ \text{rec}X.F/X \} \approx G' \{ \text{rec}X.F/X \} \).

Symmetrically for a move of \( \text{rec}X.F \)

• If \( G \equiv \alpha.G' \) then \( G \{ \text{rec}X.E/X \} \equiv \alpha.(G' \{ \text{rec}X.E/X \}) \) and \( G \{ \text{rec}X.F/X \} \equiv \alpha.(G' \{ \text{rec}X.F/X \}) \). The result trivially follows.

• If \( G \equiv G' + G'' \) then \( G \{ \text{rec}X.E/X \} \equiv G' \{ \text{rec}X.E/X \} + G'' \{ \text{rec}X.E/X \} \) and \( G \{ \text{rec}X.F/X \} \equiv G' \{ \text{rec}X.F/X \} + G'' \{ \text{rec}X.F/X \} \).

Supposed \( G' \{ \text{rec}X.E/X \} + G'' \{ \text{rec}X.E/X \} \xrightarrow{\alpha} H \) we have two cases.

- If \( G' \{ \text{rec}X.E/X \} \xrightarrow{\alpha} H \) then (by induction) \( G' \{ \text{rec}X.F/X \} \xrightarrow{\alpha} H'' \text{ with } H'' \approx H' \) and \( (H, H') \in \beta \). Therefore \( G' \{ \text{rec}X.F/X \} + G'' \{ \text{rec}X.F/X \} \xrightarrow{\alpha} H'' \text{ with } H'' \approx H' \) and \( (H, H') \in \beta \).

In particular if \( \alpha = \delta \) this derives from the following consideration. It must be that \( G'' \{ \text{rec}X.E/X \} \not\xrightarrow{\tau} \), hence (by induction) we have also that \( G'' \{ \text{rec}X.F/X \} \not\xrightarrow{\tau} \).

- If \( G'' \{ \text{rec}X.E/X \} \xrightarrow{\alpha} H \) then the result is derived in a similar way.

Symmetrically for a move of \( G' \{ \text{rec}X.F/X \} + G'' \{ \text{rec}X.F/X \} \).

• If \( G \equiv \text{rec}Y.G' \) then \( G \{ \text{rec}X.E/X \} \equiv \text{rec}Y.G' \{ \text{rec}X.E/X \} \) and \( G \{ \text{rec}X.F/X \} \equiv \text{rec}Y.G' \{ \text{rec}X.F/X \} \).

\[ \text{rec}Y.G' \{ \text{rec}X.E/X \} \xrightarrow{\alpha} G'' \text{ implies } G' \{ \text{rec}X.E/X \} \xrightarrow{\alpha} H \text{ with } G'' \equiv H \{ \text{rec}Y.G' \{ \text{rec}X.E/X \} /Y \} \].

By induction we have \( G' \{ \text{rec}X.F/X \} \xrightarrow{\alpha} H'' \text{ with } H'' \approx H' \) and \( (H, H') \in \beta \). Therefore \( \text{rec}Y.G' \{ \text{rec}X.F/X \} \xrightarrow{\alpha} H'' \{ \text{rec}Y.G' \{ \text{rec}X.F/X \} /Y \} \text{ with } H'' \{ \text{rec}Y.G' \{ \text{rec}X.F/X \} /Y \} \approx H' \{ \text{rec}Y.G' \{ \text{rec}X.F/X \} /Y \} \text{ and } (H \{ \text{rec}Y.G' \{ \text{rec}X.E/X \} /Y \}, H' \{ \text{rec}Y.G' \{ \text{rec}X.F/X \} /Y \}) \in \beta \).

Symmetrically for a move of \( \text{rec}Y.G' \{ \text{rec}X.F/X \} \).

9.3 Axiomatization

We now present an axiomatization of \( \approx \) which is complete over processes \( P \in \mathcal{P} \) of our algebra.

Because of priority of \( \"\tau\" \) actions over \( \"\delta\" \) actions, achieving completeness is not straightforward and we must resort to a technique similar to that presented in [102]. As we already explained in the introduction, the law of ordinary CCS which allows to escape \( \tau \) divergence ( \( \text{rec}X.(\tau.X + E) = \text{rec}X.\tau.E \) ) is not sound in a calculus with this kind of priority. Consider for instance the divergent term \( F \equiv \text{rec}X.(\tau.X + \delta.0) \). Because of priority of \( \"\tau\" \) actions over \( \"\delta\" \) actions the operational semantics of \( F \) is isomorphic to that of \( \text{rec}X.\tau.X \).

Hence \( F \) is an infinitely looping term which can never escape from recursion by executing the action \( \"\delta\" \). If the cited law were sound, we would obtain \( F = \text{rec}X.\tau.\delta.0 \) and this is certainly not the case.
\[
\begin{align*}
&(A1) \quad E + F = F + E \\
&(A3) \quad E + E = E \\
&(A2) \quad (E + F) + G = E + (F + G) \\
&(A4) \quad E + 0 = E \\
\end{align*}
\]
\[
\begin{align*}
&(\text{Tau1}) \quad \alpha.\tau.E = \alpha.E \\
&(\text{Tau2}) \quad E + \tau.E = \tau.E \\
&(\text{Tau3}) \quad \alpha.(E + \tau.F) + \alpha.F = \alpha.(E + \tau.F) \\
\end{align*}
\]
\[
\begin{align*}
&(\text{Pri1}) \quad \text{pri}(0) = 0 \\
&(\text{Pri2}) \quad \text{pri}(a.E) = a.E \\
&(\text{Pri3}) \quad \text{pri}(\delta.E) = 0 \\
&(\text{Pri4}) \quad \text{pri}(E + F) = \text{pri}(E) + \text{pri}(F) \\
&(\text{Pri5}) \quad \text{pri}(\text{pri}(E)) = \text{pri}(E) \\
&(\text{Pri6}) \quad \tau.E + F = \tau.E + \text{pri}(F) \\
\end{align*}
\]
\[
\begin{align*}
&(\text{Rec1}) \quad \text{rec}X.E = E\{\text{rec}X.E/X\} \\
&(\text{Rec2}) \quad F = E\{F/X\} \implies F = \text{rec}X.E \\
&\quad \text{provided that } X \text{ is strongly guarded and serial in } E \\
\end{align*}
\]
\[
\begin{align*}
&(\text{Ung1}) \quad \text{rec}X.(X + E) = \text{rec}X.E \\
&(\text{Ung2}) \quad \text{rec}X.(\tau.X + E) = \text{rec}X.(\tau.\text{pri}(E)) \\
&(\text{Ung3}) \quad \text{rec}X.(\tau.(X + E) + F) = \text{rec}X.(\tau.X + E + F) \\
&(\text{Ung4}) \quad \text{rec}X.(\tau.(\text{pri}(X) + E) + F) = \text{rec}X.(\tau.X + E + F) \\
\end{align*}
\]

Table 9.2: Axiom system \(\mathcal{A}\)

In order to overcome this problem in [102] the distinguished symbol “⊥” is introduced, which represents an ill-defined term that can be eliminated only if a silent computation is possible. In this way by considering the rule \(\text{rec}X.(\tau.X + E) = \text{rec}X.\tau.(E + \perp)\) the resulting term which escapes divergence can be turned into a “normal” term only if \(E\) may execute a silent move.

This law is surely sound also in our language, but is not sufficient to achieve completeness. Since, differently from [102], we do not impose conditions about stability in our definition of observational congruence, we can escape divergence not only when \(E\) includes a silent move but for all possible terms \(E\). For example in our calculus (but not in [102]) the term \(\text{rec}X.\tau.X\) is equivalent to \(\tau.\perp\) (as in standard CCS), so we can escape divergence in \(F\) even if \(\tau.X\) has not a silent alternative inside \(\text{rec}X\). In general the behavior of \(E'\) such that \(\text{rec}X.\tau.E' = \text{rec}X.\tau.X + E\) is obtained from that of \(E\) by removing all “\(\delta\)” actions (and subsequent behaviors) performable in state \(E\). We denote such \(E'\), representing the “prioritized” behavior of state \(E\),
with $\text{pri}(E)$. The operational semantics of operator $\text{pri}$ is just:

$$
\frac{E \xrightarrow{\alpha} E'}{\text{pri}(E) \xrightarrow{\alpha} E'}
$$

Therefore in our case $\tau$ divergence can always be escaped by turning $E$ into $\text{pri}(E)$ and the strongly guarded terms we obtain are always “well-defined” terms.

Note that the introduction of this operator is crucial for being able to axiomatize the priority of $\tau$ actions over $\delta$ actions in our case. Since we have to remove $\delta$ actions performable by a term $E$ even if $E$ does not include a silent move, we cannot do this by employing a special symbol like “$\perp$” instead of using an operator. This because $\perp$ must somehow be removed at the end of the deletion process (in [102] $\perp$ is eliminated by silent alternatives) in order to obtain a “normal” term.

The axiomatization of “$\simeq$” we propose is made over the set of terms $\mathcal{E}_{\text{pri}}$, generated by extending the syntax to include the new operator $\text{pri}(E)$.

We adopt the following notion of serial variable, which is used in the definition of the axiomatization.

**Definition 9.4** $X$ is serial in $E \in \mathcal{E}_{\text{pri}}$ if every subexpression of $E$ which contains $X$, apart from $X$ itself, is of the form $\alpha.F$, $F' + F''$ or $\text{rec}Y.F$ for some variable $Y$.

The axiom system $\mathcal{A}$ is formed by the axioms presented in Table 9.2.

The axiom (Pri6) expresses the priority of $\tau$ actions over $\delta$ actions. Note that from (Pri6) we can derive $\tau.E + \delta.E = \tau.E$ by applying (Pri3). The axioms (Rec1), (Rec2) handle strongly guarded recursion in the standard way [124]. The axioms (Ung1) and (Ung2) allow to turn unguarded terms into strongly guarded ones similarly as in [124]. The axiom (Ung3) and the new axiom (Ung4) are used to transform weakly guarded recursions into the form required by the axiom (Ung2), so that they can be turned into strongly guarded ones. In particular the role of axiom (Ung4) is to remove unnecessary occurrences of operator $\text{pri}$ in weakly guarded recursions.

### 9.3.1 Soundness

**Theorem 9.2** If $\mathcal{A} \vdash E = F$ then $E \simeq F$.

**Proof** We prove the soundness of the new laws (Ung2) and (Ung4). For the other laws (Ung1) and (Ung3) the proof is a similar adaptation of the standard one. The soundness of the laws (Rec1) and (Rec2) derives from the fact that systems of equations of the form $X_i = E_i$, where the variables $X_i$ are guarded and serial in terms $E_i$ and are not in the scope of any recursion, have a unique solution up to provable equality. The proof of this fact is a straightforward adaptation of the proof given in [122]. The soundness of the new equations (Pri1) – (Pri6) trivially derives from the fact that the semantic models of left-hand and right-hand terms are isomorphic.
Soundness of (Ung2) In order to prove the soundness of (Ung2) we show that:

\[ \beta = \{(G\{rec.X.(\tau.X+E)/X\}, G\{rec.X.(\tau.pri(E))/X\}) \mid G \text{ contains at most } X \text{ free}\} \cup \{(rec.X.(\tau.X+E), pri(E)\{rec.X.(\tau.pri(E))/X\}) \}\]

is a weak bisimulation. From this result it straightforwardly follows that \( rec.X.(\tau.X+E) \simeq rec.X.(\tau.pri(E)) \).

We start the proof that \( \beta \) is a weak bisimulation by considering all the pairs \( (G\{rec.X.(\tau.X+E)/X\}, G\{rec.X.(\tau.pri(E))/X\}) \) such that \( G \) contains at most \( X \) free. In particular we prove by structural induction on the syntax of \( G \) the following stronger property:

if \( G\{rec.X.(\tau.X+E)/X\}\mathrel{\overset{\alpha}{\longrightarrow}} H \) then, for some \( H' \),

\( G\{rec.X.(\tau.pri(E))/X\} \mathrel{\overset{\alpha}{\longrightarrow}} H' \) with \( (H, H') \in \beta \),

and symmetrically for a move of \( G\{rec.X.(\tau.pri(E))/X\} \).

- If \( G \equiv 0 \), then the property above trivially holds.
- If \( G \equiv X \), then \( G\{rec.X.(\tau.X+E)/X\} \equiv rec.X.(\tau.X+E) \) and \( G\{rec.X.(\tau.pri(E))/X\} \equiv rec.X.(\tau.pri(E)) \).

Suppose \( rec.X.(\tau.X+E) \mathrel{\overset{\alpha}{\longrightarrow}} H \), first of all we note that \( \alpha \neq \delta \) for the priority constraints. We have two cases:

- If \( rec.X.(\tau.X+E) \mathrel{\overset{\tau}{\longrightarrow}} rec.X.(\tau.X+E) \), then \( rec.X.(\tau.pri(E)) \mathrel{\overset{\tau}{\longrightarrow}} pri(E)\{rec.X.(\tau.pri(E))/X\} \).
- If \( rec.X.(\tau.X+E) \mathrel{\overset{\alpha}{\longrightarrow}} E'\{rec.X.(\tau.X+E)/X\} \) with \( E \mathrel{\overset{\alpha}{\longrightarrow}} E' \), then \( rec.X.(\tau.pri(E)) \mathrel{\overset{\tau}{\longrightarrow}} rec.X.(\tau.pri(E))/X \).

Vice-versa if \( rec.X.(\tau.pri(E)) \mathrel{\overset{\alpha}{\longrightarrow}} H \), we have \( \alpha = \tau \) and \( H \equiv pri(E)\{rec.X.(\tau.pri(E))/X\} \). In this situation \( rec.X.(\tau.X+E) \mathrel{\overset{\tau}{\longrightarrow}} rec.X.(\tau.X+E) \).

- If \( G \equiv \alpha.G' \), then \( G\{rec.X.(\tau.X+E)/X\} \equiv \alpha.(G'\{rec.X.(\tau.X+E)/X\}) \) and \( G\{rec.X.(\tau.pri(E))/X\} \equiv \alpha.(G'\{rec.X.(\tau.pri(E))/X\}) \). The result trivially follows.

- If \( G \equiv G' + G'' \), then \( G\{rec.X.(\tau.X+E)/X\} \equiv G'\{rec.X.(\tau.X+E)/X\} + G''\{rec.X.(\tau.X+E)/X\} \) and \( G\{rec.X.(\tau.pri(E))/X\} \equiv G'\{rec.X.(\tau.pri(E))/X\} + G''\{rec.X.(\tau.pri(E))/X\} \).

Suppose \( G'\{rec.X.(\tau.X+E)/X\} + G''\{rec.X.(\tau.X+E)/X\} \mathrel{\overset{\alpha}{\longrightarrow}} H \), we have two cases.

- If \( G'\{rec.X.(\tau.X+E)/X\} \mathrel{\overset{\alpha}{\longrightarrow}} H \), then (by induction) for some \( H' \), \( G'\{rec.X.(\tau.pri(E))/X\} \mathrel{\overset{\alpha}{\longrightarrow}} H' \) and \( (H, H') \in \beta \). Therefore \( G''\{rec.X.(\tau.pri(E))/X\} + G''\{rec.X.(\tau.pri(E))/X\} \mathrel{\overset{\alpha}{\longrightarrow}} H' \). In particular if \( \alpha = \delta \) this derives from the following consideration. It must be that \( G''\{rec.X.(\tau.X+E)/X\} \mathrel{\overset{\tau}{\longrightarrow}} \), hence (by induction) we have also that \( G''\{rec.X.(\tau.pri(E))/X\} \mathrel{\overset{\tau}{\longrightarrow}} \).
- If \( G''\{rec.X.(\tau.X+E)/X\} \mathrel{\overset{\alpha}{\longrightarrow}} H \) then the result is derived in a symmetric way.
Similarly for a move of \( G' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} + G'' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \).

- If \( G \equiv \text{rec}.Y.G' \) then \( G \{ \text{rec}.X.(\tau.X+E)/X \} \equiv \text{rec}.Y.G' \{ \text{rec}.X.(\tau.X+E)/X \} \) and \( G \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \equiv \text{rec}.Y.G' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \).

\( \text{rec}.Y.G' \{ \text{rec}.X.(\tau.X+E)/X \} \xrightarrow{\alpha} G'' \) implies \( G' \{ \text{rec}.X.(\tau.X+E)/X \} \xrightarrow{\alpha} H \) with \( G'' \equiv H \{ \text{rec}.G' \{ \text{rec}.X.(\tau.X+E)/X \} /Y \} \). By induction we have \( G' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \xrightarrow{\alpha} H' \) with \((H,H') \in \beta \). Therefore \( \text{rec}.Y.G' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \xrightarrow{\alpha} H' \{ \text{rec}.Y.G' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} /Y \} \) with \((H \{ \text{rec}.Y.G' \{ \text{rec}.X.(\tau.X+E)/X \} /Y \}, H' \{ \text{rec}.Y.G' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} /Y \}) \in \beta \).

Symmetrically for a move of \( \text{rec}.Y.G' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \).

We conclude the proof that \( \beta \) is a weak bisimulation by considering the pair: \( (\text{rec}.X.(\tau.X+E), \text{pri}(E) \{ \text{rec}.X.(\tau.\text{pri}(E))/X \}) \).

Supposed \( \text{rec}.X.(\tau.X+E) \xrightarrow{\alpha} H \), first of all we note that \( \alpha \neq \delta \) for the priority constraints. We have the following two cases.

- If \( \text{rec}.X.(\tau.X+E) \xrightarrow{\tau} \text{rec}.X.(\tau.X+E) \), then \( \text{pri}(E) \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \) just makes no move.

- If \( \text{rec}.X.(\tau.X+E) \xrightarrow{\alpha} E' \{ \text{rec}.X.(\tau.X+E)/X \} \) with \( E \xrightarrow{\alpha} E' \), then \( \text{pri}(E) \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \xrightarrow{\alpha} E' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \).

Vice-versa if \( \text{pri}(E) \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \xrightarrow{\alpha} H \) (it must be \( \alpha \neq \delta \) by the definition of operator \( \text{pri} \)) we have the following two cases.

- If \( \text{pri}(E) \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \xrightarrow{\alpha} E' \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \) with \( E \xrightarrow{\alpha} E' \), then \( \text{rec}.X.(\tau.X+E) \xrightarrow{\alpha} E' \{ \text{rec}.X.(\tau.X+E)/X \} \).

- If \( \text{pri}(E) \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \xrightarrow{\tau} \text{pri}(E) \{ \text{rec}.X.(\tau.\text{pri}(E))/X \} \) (\( X \) occurs fully unguarded in \( E \)), then \( \text{rec}.X.(\tau.X+E) \) just makes no move.

**Soundness of (Ung4)** The proof that \( \text{(Ung4)} \) is sound is similar. We show that:

\[
\beta = \{(G \{ \text{rec}.X.(\tau.(\text{pri}(X)+E)+F)/X \}, G \{ \text{rec}.X.(\tau.X+E+F)/X \} | G \text{ contains at most } X \text{ free} \} \\
\cup \{(\text{pri}(E) \{ \text{rec}.X.(\tau.(\text{pri}(X)+E)+F)/X \} + E \{ \text{rec}.X.(\tau.(\text{pri}(X)+E)+F)/X \}, \text{rec}.X.(\tau.X+E+F))\}
\]

is a weak bisimulation. From this result it straightforwardly follows that \( \text{rec}.X.(\tau.(\text{pri}(X)+E)+F) \simeq \text{rec}.X.(\tau.X+E+F) \).

Again we start the proof that \( \beta \) is a weak bisimulation by considering all the pairs \( (G \{ \text{rec}.X.(\tau.(\text{pri}(X)+E)+F)/X \}, G \{ \text{rec}.X.(\tau.X+E+F)/X \}) \) such that \( G \) contains at most \( X \) free. As we did for \( \text{(Ung2)} \), we prove by structural induction on the syntax of \( G \) the following stronger property:

if \( G \{ \text{rec}.X.(\tau.(\text{pri}(X)+E)+F)/X \} \xrightarrow{\alpha} H \) then, for some \( H' \),
We have two cases:

In the case $G \equiv \emptyset$, $G \equiv \alpha.G'$, $G \equiv G' + G''$ and $G \equiv \text{rec}Y.G'$ the proof is the same as for (Ung2).

In the case $G \equiv X$ we have that $G\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\} \equiv \text{rec}.(\tau.\text{pri}(X) + E) + F)$ and $G\{\text{rec}.(\tau.X + E + F)/X\} \equiv \text{rec}.(\tau.X + E + F)$.

Supposed $\text{rec}.(\tau.(\text{pri}(X) + E) + F) \xrightarrow{\alpha} H$, first of all we note that $\alpha \neq \delta$ from the priority constraints. We have two cases:

- if $\text{rec}.(\tau.X + E + F) \xrightarrow{\tau} \text{rec}.(\tau.X + E + F)$, then $\text{rec}.(\tau.(\text{pri}(X) + E) + F) \xrightarrow{\tau} ((\text{pri}.\text{rec}.(\tau.(\text{pri}(X) + E) + F)) + \text{E}\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\}$;

- if $\text{rec}.(\tau.X + E + F) \xrightarrow{\alpha} \text{E}'\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\}$, with $E \xrightarrow{\alpha} E'$, then $\text{rec}.(\tau.(\text{pri}(X) + E) + F) \xrightarrow{\alpha} \text{E}'\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\}$;

- if $\text{rec}.(\tau.X + E + F) \xrightarrow{\alpha} \text{E}'\{\text{rec}.(\tau.X + E + F)/X\}$, with $F \xrightarrow{\alpha} F'$, then $\text{rec}.(\tau.(\text{pri}(X) + E) + F) \xrightarrow{\alpha} F'\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\}$.

We conclude the proof that $\beta$ is a weak bisimulation by considering the pair: $(\text{pri}.\text{rec}.(\tau.(\text{pri}(X) + E) + F)) + \text{E}\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\}, \text{rec}.(\tau.X + E + F))$.

Supposed $\text{rec}.(\tau.(\text{pri}(X) + E) + F)) + \text{E}\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\} \xrightarrow{\alpha} H$, first of all we note that $\alpha \neq \delta$ from the priority constraints. We have the following three cases:

- If $\text{pri}.\text{rec}.(\tau.(\text{pri}(X) + E) + F)) + \text{E}\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\} \xrightarrow{\alpha} \text{pri}.\text{rec}.(\tau.(\text{pri}(X) + E) + F)) + \text{E}\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\}$, then $\text{rec}.(\tau.X + E + F)$ just makes no move. Note that this case may arise in two different situations if $X$ occurs fully unguarded in $E$.

- If $\text{pri}.\text{rec}.(\tau.(\text{pri}(X) + E) + F)) + \text{E}\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\} \xrightarrow{\alpha} \text{F}'\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\}$ with $F \xrightarrow{\alpha} F'$, then $\text{rec}.(\tau.X + E + F) \xrightarrow{\alpha} \text{F}'\{\text{rec}.(\tau.X + E + F)/X\}$. Note that this case may arise in two different situations if $X$ occurs fully unguarded in $E$.

- If $\text{pri}.\text{rec}.(\tau.(\text{pri}(X) + E) + F)) + \text{E}\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\} \xrightarrow{\alpha} \text{E}'\{\text{rec}.(\tau.(\text{pri}(X) + E) + F)/X\}$ with $E \xrightarrow{\alpha} E'$, then $\text{rec}.(\tau.X + E + F) \xrightarrow{\alpha} \text{E}'\{\text{rec}.(\tau.X + E + F)/X\}$. 

Vice-versa if \( \text{rec}.X.(\tau.X + E + F) \xrightarrow{\alpha} H \) (it must be \( \alpha \neq \delta \) from the priority constraints) we have the following three cases.

- If \( \text{rec}.X.(\tau.X + E + F) \xrightarrow{\tau} \text{rec}.X.(\tau.X + E + F) \), then \( \text{pri}(\text{rec}.X.(\tau.(\text{pri}(X) + E) + F)) + E(\text{rec}.X.(\tau.(\text{pri}(X) + E + F)) / X) \) just makes no move.
- If \( \text{rec}.X.(\tau.X + E + F) \xrightarrow{\alpha} \text{rec}.X.(\tau.X + E + F) \) with \( E \xrightarrow{\alpha} E' \), then \( \text{pri}(\text{rec}.X.(\tau.(\text{pri}(X) + E + F)) / X) \xrightarrow{\alpha} E'(\text{rec}.X.(\tau.(\text{pri}(X) + E) + F) / X) \).
- If \( \text{rec}.X.(\tau.X + E + F) \xrightarrow{\alpha} F' \{ \text{rec}.X.(\tau.X + E + F) / X \} \) with \( F \xrightarrow{\alpha} F' \), then \( \text{pri}(\text{rec}.X.(\tau.(\text{pri}(X) + E + F)) / X) \xrightarrow{\alpha} F'(\text{rec}.X.(\tau.(\text{pri}(X) + E) + F) / X) \).

### 9.3.2 Completeness

Now we will show that the axiom system \( \mathcal{A} \) is complete over processes of \( \mathcal{P} \). In order to do this we smoothly follow the lines of Milner [124], so we deal with systems of recursive equations.

We start by introducing the machinery necessary for proving completeness over guarded expressions of \( E \in \mathcal{E} \). Afterwards we will show how the axioms \( (\Ung) \) can be used to turn an unguarded processes of \( \mathcal{P} \) into a guarded process of \( \mathcal{P} \).

**Definition 9.5** An equation set with formal variables \( \mathcal{X} = \{ X_1, \ldots, X_n \} \) and free variables \( \mathcal{W} = \{ W_1, \ldots, W_m \} \), where \( \mathcal{X} \) and \( \mathcal{W} \) are disjoint, is a set \( S = \{ X_i = H_i \mid 1 \leq i \leq n \} \) of equations such that the expressions \( H_i \) \((1 \leq i \leq n)\) have free variables in \( \mathcal{X} \cup \mathcal{W} \).

The equation sets that are actually dealt with in the proof of completeness of [124] belong to the subclass of **standard equation sets**. Here we have to slightly change the characterization of this subclass because of the presence of priority.

**Definition 9.6** An equation set \( S = \{ X_i = H_i \mid 1 \leq i \leq n \} \), with formal variables \( \mathcal{X} = \{ X_1, \ldots, X_n \} \) and free variables \( \mathcal{W} = \{ W_1, \ldots, W_m \} \), is standard if each expression \( H_i \) \((1 \leq i \leq n)\) is of the form:

\[
H_i \equiv \sum_{j \in J_i} \alpha_{i,j} X_{f(i,j)} + \sum_{k \in K_i} W_{g(i,k)}
\]

where:

\[ \exists j \in J_i : \alpha_{i,j} = \tau \Rightarrow \exists j \in J_i : \alpha_{i,j} = \delta . \]

As in [124] we define for a standard equation set \( S \) the relations \( \xrightarrow{S} \subseteq \mathcal{X} \times \text{Act} \times \mathcal{X} \) and \( \triangleright S \subseteq \mathcal{X} \times \mathcal{W} \) as follows:

\[
\begin{align*}
X_i & \xrightarrow{\alpha} S X \quad \text{iff} \quad \alpha.X \text{ occurs in } H_i \\
X_i & \triangleright S W \quad \text{iff} \quad W \text{ occurs in } H_i
\end{align*}
\]

\(^1\)We assume \( \sum_{j \in J} E \equiv 0 \) if \( J = \emptyset \).
Definition 9.7 A standard equation set \( S \) with formal variables \( \mathcal{X} = \{X_1, \ldots, X_n\} \) is guarded if there is no cycle \( X_i \xrightarrow{\tau} S \overset{\tau}{\vdash} X_i \).

The following theorem guarantees that from a guarded expression \( E \in \mathcal{E} \) we can derive a standard guarded equation set which is provably satisfied by \( E \).

**Theorem 9.3** Every guarded expression \( E \in \mathcal{E} \) provably satisfies a standard guarded equation set \( S \).

**Proof** The proof is the same of [124], where, in addition, we modify the resulting equation set by eliminating the occurrences of \( \delta.X \) (for some \( X \)) in the equations which include terms \( \tau.Y \) (for some \( Y \)). This is done by using the laws \((Pri6)\) and \((Pri3)\).

Moreover we have the following two theorems, whose proof is the same as in [124].

**Theorem 9.4** Let \( E \in \mathcal{E} \) provably satisfy \( S \), and \( F \in \mathcal{E} \) provably satisfy \( T \), where both \( S \) and \( T \) are standard, guarded sets of equations, and let \( E \simeq F \). Then there is a standard, guarded equation set \( U \) provably satisfied by both \( S \) and \( T \).

**Theorem 9.5** Let \( E, F \in \mathcal{E} \) provably satisfy the same standard guarded equation set \( S \), then \( A \vdash E = F \).

Hence we have proved completeness over guarded expressions.

**Theorem 9.6** If \( E \) and \( F \) are guarded expressions of \( \mathcal{E} \) and \( E \simeq F \) then \( A \vdash E = F \).

Now we show that each unguarded process can be turned into a guarded process of \( \mathcal{P} \), so that we obtain completeness over unguarded processes. We start with a technical lemma which, in analogy to [124], will be used in the proof of this result. Its proof is the same as [124].

**Lemma 9.1** If \( X \) occurs free and unguarded in \( E \in \mathcal{E} \), then \( A \vdash E = X + E \).

**Theorem 9.7** For each process \( P \in \mathcal{P} \) there exists a guarded \( P' \in \mathcal{P} \) such that \( A \vdash P = P' \).

**Proof** We show, by structural induction, that given an expression \( E \in \mathcal{E} \), it is possible to find an expression \( F \in \mathcal{E}_{pri} \) such that:

1. if \( pri(G) \) is a subexpression of \( F \) then \( G \equiv X \) for some free variable \( X \);
2. for any variable \( X \), \( pri(X) \) is weakly guarded in \( F \), i.e. each occurrence of \( pri(X) \) is within some subexpression of \( F \) of the form \( \alpha.G \);
3. a summation cannot have both \( pri(X) \) and \( Y \) as arguments, for any (possibly coincident) variables \( X \) and \( Y \);
4. for any variable \( X \), each subterm \( \text{rec} \cdot X \cdot G \cdot F \) of \( F \) is (strongly) guarded in \( F \), i.e. each occurrence of \( \text{rec} \cdot X \cdot G \) is within some subexpression of \( F \) of the form \( \alpha \cdot H \), with \( \alpha \neq \tau \);

5. \( F \) is guarded;

6. \( A \vdash E = F \).

Note that a consequence of property 4 is that each unguarded occurrence of any free variable \( X \) of \( F \) does not lie within the scope of a subexpression \( \text{rec} \cdot Y \cdot G \) of \( F \);

Showing this result proves the theorem, in that if \( E \in \mathcal{E} \) is a process of \( \mathcal{P} \), i.e. a closed term, we have (by the properties of \( F \) above) that \( F \) is also a process of \( \mathcal{P} \), it is guarded, and \( A \vdash E = F \).

The result above is derived by structural induction on the syntax of an expression \( E \in \mathcal{E} \) as follows.

- If \( E \equiv 0 \), then \( F \equiv 0 \).
- If \( E \equiv X \), for some variable \( X \), then \( F \equiv X \).
- If \( E \equiv \alpha \cdot E' \) then \( F \equiv \alpha \cdot F' \), where \( F' \) is the term obtained from \( E' \) via the induction hypothesis.
- If \( E \equiv E' + E'' \), then \( F \equiv F' + F'' \), where \( F' \) and \( F'' \) are the terms obtained from \( E' \) and \( E'' \), respectively, via the induction hypothesis.
- If \( E \equiv \text{rec} \cdot X \cdot E' \), then \( F \) is evaluated as follows.

First of all we derive from the term \( F' \), obtained from \( E' \) via the induction hypothesis, a term \( F'' \) such that:

- \( F'' \) satisfies the properties 1 – 5 above;
- \( X \) is guarded in \( F'' \);
- \( A \vdash \text{rec} \cdot X \cdot E' = \text{rec} \cdot X \cdot F'' \);

We start by eliminating all fully unguarded occurrences of \( X \) in \( F' \), via the axiom \((\text{Ung1})\), so that we obtain a term \( G \) such that \( X \) is weakly guarded in \( G \) and \( \text{rec} \cdot X \cdot E' = \text{rec} \cdot X \cdot G \). The axiom \((\text{Ung1})\) is sufficient because \( F' \) satisfies the property 2 above, so we do not need to deal with priority.

Then we need to remove weakly guarded occurrences of \( X \) in \( G \). In order to do this we begin by evaluating a term \( G' \) such that:

\[
G' \equiv \tau \cdot X + G''
\]

where \( X \) is guarded in \( G'' \) and \( \text{rec} \cdot X \cdot G = \text{rec} \cdot X \cdot G' \).

We do this by employing the following iterative procedure, where initially we let \( H \equiv G \).
We start each iteration with $H$ such that $X$ is weakly guarded in $H$ and $H$ satisfies the properties 1, 3, 4 and 5 above. If there still exists $H' \not\equiv X$ with $X$ occurring unguarded in $H'$ such that $H$ has the form $\tau.H' + H''$ we continue with the procedure. Otherwise $H$ can be turned into a term $G' \equiv \tau.X + G''$ with the property above, by simply using $\tau.X + \tau.X = \tau.X$ and we have finished.

Since $H$ satisfies property 3, we have the following cases for the structure of $H'$ (after applying the idempotency law $(A3)$ to $X$ or $\text{pri}(X)$ if needed).

1. $H'$ has the form $X + H'''$, where $X$ is weakly guarded in $H'''$. In this case we consider the term $H''' \equiv \tau.X + H''' + H''$ and we have $\text{rec}.X.H = \text{rec}.X.H'''$ by applying the axiom $(\text{Ung3})$.

2. $H'$ has the form $\text{pri}(X) + H'''$, where $X$ is weakly guarded in $H'''$. In this case we consider again the term $H''' \equiv \tau.X + H''' + H''$ and we have $\text{rec}.X.H = \text{rec}.X.H'''$ by applying the axiom $(\text{Ung4})$.

3. $X$ is weakly guarded in $H'$. We have two sub-cases.

   * If $\text{pri}(X)$ occurs in $H'$, then we do the following.
     We consider a new variable $Y'$ for each variable $Y$ such that $\text{pri}(Y)$ appears in $H'$. Let $H'''$ be the unique expression of $E$ such that if we replace $\text{pri}(Y)$ for each new variable $Y'$ inside $H'''$, we obtain the term $H'$. Since $X$ occurs unguarded in $H'$, then $X'$ occurs unguarded in $H'''$ and from Lemma 9.1 we have that $H''' = X' + H'''$. Hence, since substitution preserves equality, we have $H' = \text{pri}(X) + H'$ and we continue as in the case 2.

   * Otherwise we do the following.
     We consider a new variable $Y'$ for each variable $Y$ such that $\text{pri}(Y)$ appears in $H'$. Let $H'''$ be the unique expression of $E$ such that if we replace $\text{pri}(Y)$ for each new variable $Y'$ inside $H'''$, we obtain the term $H'$. Since $X$ occurs unguarded in $H'$, then $X$ occurs unguarded also in $H'''$ and from Lemma 9.1 we have that $H''' = X + H'''$. Hence, since substitution preserves equality, we have $H' = X + H'$ and we continue as in the case 1.

Now a new iteration is performed starting from the term $H'''$ that we have obtained. Since there is at least one unguarded occurrence of $X$ such that the length of the $\tau$ path that leads to that occurrence is shorter in $H'''$ than in $H$, we are guaranteed that the iterative procedure will eventually terminate.

Now we are in a position to derive the term $F''$ with the properties we described above. From $G' \equiv \tau.X + G''$ we have $\text{rec}.X.G' = \text{rec}.X.\tau.\text{pri}(G'')$ by applying the axiom $(\text{Ung2})$. $X$ is guarded in the term $\tau.\text{pri}(G'')$ and such term satisfies properties 2 – 5. Due to the property 4, the term $G''$ has the following structure:
\[ G'' = \sum_i a_i H_i + \sum_j \delta H'_j + \sum_k Y_k + \sum_h \text{pri}(Y'_h). \]

where the variables \( Y_k \) and \( Y'_h \) are free and do not coincide with \( X \) because \( X \) is guarded in \( G'' \). By applying the axioms \((\text{Pri}1), (\text{Pri}2), (\text{Pri}3), (\text{Pri}4) \) and \((\text{Pri}5)\), we obtain a term \( F'' = \tau \text{pri}(G'') \), where:

\[ F'' = \tau \left( \sum_i a_i H_i + \sum_k \text{pri}(Y_k) + \sum_h \text{pri}(Y'_h) \right). \]

Now \( F'' \) satisfies also property 1.

Finally we have to transform the term \( \text{rec}X. F'' \) so to obtain a term \( F \) that satisfies the six properties above.

\( \text{rec}X. F'' \) already satisfies the properties 2 and 3 because \( F'' \) satisfies them. Moreover \( \text{rec}X. F'' \) already satisfies property 5, i.e. it is guarded, because \( X \) is guarded in \( F'' \) and \( F'' \) already satisfy that property.

In order to satisfy property 1 we have to remove the occurrences of \( \text{pri}(X) \) because now \( X \) is no longer a free variable.

We unfold \( \text{rec}X. F'' \) via the axiom \((\text{Rec}1)\) and we obtain \( F''' = F'' \{ \text{rec}X. F'' / X \} = \text{rec}X. F'' \). Note that \( F''' \) may include subterms of the form \( \text{pri}(\text{rec}X. F'') \).

We deal with such subterms in the following way. We have \( \text{pri}(\text{rec}X. F'') = \text{pri}(F'' \{ \text{rec}X. F'' / X \}) \), by applying law \((\text{Rec}1)\).

Since \( X \) is guarded in \( F'' \) and \( F'' \) satisfies the property 4, the term \( F'' \{ \text{rec}X. F'' / X \} \) has the following structure:

\[ F'' \{ \text{rec}X. F'' / X \} = \sum_i a_i H_i + \sum_j \delta H'_j + \sum_k Y_k + \sum_h \text{pri}(Y'_h). \]

where the variables \( Y_k \) and \( Y'_h \) are free and obviously do not coincide with \( X \). By applying the axioms \((\text{Pri}1), (\text{Pri}2), (\text{Pri}3), (\text{Pri}4) \) and \((\text{Pri}5)\), we obtain a term \( T = \text{pri}(F'' \{ \text{rec}X. F'' / X \}) \), where:

\[ T = \sum_i a_i H_i + \sum_k \text{pri}(Y_k) + \sum_h \text{pri}(Y'_h). \]

Now let us consider a new variable \( X' \). Let \( T' \) be the unique term, not having \( \text{pri}(\text{rec}X. F'') \) as a subterm, such that \( T' \{ \text{pri}(\text{rec}X. F'') / X' \} \equiv T \). Since \( X' \) is guarded in \( T' \) (because \( X \) is guarded in \( F'' \)) and serial in \( T' \) (thanks to the transformation of \( \text{pri}(F'' \{ \text{rec}X. F'' / X \}) \) into \( T \)), from \( \text{pri}(\text{rec}X. F'') = T' \{ \text{pri}(\text{rec}X. F'') / X' \} \) we derive, by applying the law \((\text{Rec}2)\), \( \text{pri}(\text{rec}X. F'') = \text{rec}X' T' \).

Therefore now we can replace all occurrences of \( \text{pri}(\text{rec}X. F'') \) in \( F''' \) with \( \text{rec}X'. T' \), and we obtain a term \( F'''' = F''' \) not having \( \text{pri}(\text{rec}X. F'') \) as a subterm. In order to satisfy the property 1 we still have to remove the occurrences of \( \text{rec}X. F'' \) in \( F''''' \), so that we get rid of the occurrences of \( \text{pri}(X) \) appearing inside \( F''' \).
In order to do this, we consider another new variable \(X''\). Let \(T''\) be the unique term, not having \(rec.X.F''\) as a subterm, such that \(T'' \{rec.X.F''/X''\} \equiv F''''\). Since \(X''\) is guarded in \(T''\) (because each occurrence of the expression \(rec.X.F''\) is guarded both in \(T'\) and in \(F''\), since \(X\) is guarded in \(F''\)) and serial in \(T''\) (thanks to the substitution of \(pri(rec.X.F'')\) with \(rec.X'.T'\)), from \(rec.X.F'' = F'''' \equiv T'' \{rec.X.F''/X''\}\) we derive, by applying the law (Rec2), \(rec.X.F'' = rec.X''.T''\).

Now we have that \(rec.X''.T''\) satisfies the property 1, because such term no longer uses the variable \(X\), and does not include occurrences of \(pri(X')\) or \(pri(X'')\).

Moreover, since \(X''\) is guarded in \(T''\) and each occurrence of \(rec.X'.T''\), for any \(T''\), is guarded in \(T''\) (because each occurrence of \(pri(X)\) is guarded in \(F''\)), in order to obtain property 4 it is sufficient to unfold \(rec.X''.T''\), by applying the law (Rec1). In this way we finally obtain \(F \equiv T'' \{rec.X''.T''/X''\} = rec.X''.T''\) that satisfies the six properties above.

From Theorem 9.6 and Theorem 9.7 we derive the completeness of \(A\) over processes of \(P\).

**Theorem 9.8** If \(P\) and \(Q\) are processes of \(P\) and \(P \simeq Q\) then \(A \vdash P = Q\).

Note that all the axioms of \(A\) are actually used in the proof of completeness. In particular in the proof of completeness over guarded expressions (Theorem 9.6) we employ the standard axioms (A1) – (A4), (Tau1) – (Tau3) and (Rec1), (Rec2) as in [124], plus the new axioms (Pri3) and (Pri6). All these axioms are necessary even if we restrict to consider completeness over guarded processes only. Moreover, proving that a process of \(P\) can always be turned into a guarded process (Theorem 9.7) requires the use of the remaining axioms (Pri1), (Pri2), (Pri4), (Pri5) and (Ung1) – (Ung4). This supports the claim that our axiomatization is irredundant.

### 9.4 Conclusion

The basic prioritized algebra presented in this chapter can be easily extended to include static operators, such as a parallel composition operator, by following the approach of [98]. Unfortunately such extension cannot be done by directly considering static operators like those of the calculi of Chapters 4 and 6 because observational congruence would be no longer a congruence for the parallel operator. The problem with congruence is that, e.g., while \(\tau.\emptyset \simeq rec.X.\tau.X\), since the parallel operator considered in Chapters 4 and 6 is defined in such a way that the presence of a \(\tau\) action within the actions executable by a process pre-empts the other process from executing a timed action \(\delta\) (global pre-emption [62]), we have that \(\tau.\emptyset \parallel_\emptyset \delta.\emptyset \not\simeq rec.X.\tau.X \parallel_\emptyset \delta.\emptyset\). This because the semantics of \(\tau.\emptyset \parallel_\emptyset \delta.\emptyset\) is that of \(\tau.\delta.\emptyset\), while the semantics of \(rec.X.\tau.X \parallel_\emptyset \delta.\emptyset\) is that of \(rec.X.\tau.X\) (where no \(\delta\) action can be executed). Conceptually, such a problem derives from the fact that the parallel operator considered in Chapters 4 and 6 deals with the terminated process \(\emptyset\) (and in general with processes which cannot execute neither \(\tau\) actions nor \(\delta\) actions) as if it let time pass. For example \(\emptyset \parallel_\emptyset \delta\) may execute \(\delta\).
and become $\emptyset \parallel_\delta \emptyset$. This is obviously in contrast with the fact that $\emptyset$ is weakly bisimilar to $\text{rec}X.\tau.X$, which is clearly a process that does not let time pass (it represents a so-called time deadlock).

A very clean solution is, therefore, to consider as processes which can let time pass only processes which can actually execute $\delta$ actions. In this way $\emptyset$ is interpreted not as a terminated process which may let time pass, but as a time deadlock and the definition of the parallel operator changes. In particular the parallel operator must be defined, similarly as in [98], in such a way that the absence of $\delta$ actions within the actions executable by a process (which means that the process cannot let time pass) pre-empts the other process from executing a timed action $\delta$. Requiring the absence of $\delta$ actions differs from requiring the presence of $\tau$ actions exactly for the class of processes that were misinterpreted, i.e. processes which cannot execute neither $\tau$ actions nor $\delta$ actions. In particular for the calculus of IWMCs the rules for the parallel operator in Chapter 4 must be changed in such a way that, when we derive an exponentially timed move of $P \parallel_\delta Q$ from a corresponding move of $P$ we require that also $Q$ may perform an exponentially timed move, instead of requiring that $Q$ must not perform a $\tau$ move (or a weighted move).  

Note that, differently from [98], even if we require that $Q$ may perform an exponentially timed move, we do not actually perform it because of the memoryless property of exponential delays. Similarly, for the calculus of IGSMPs the rule for the parallel operator in Chapter 6 must be changed in such a way that, when we derive a clock termination move of $P \parallel_\delta Q$ from a corresponding move of $P$ we require that also $Q$ may perform a clock termination move, instead of requiring that $Q$ must not perform a $\tau$ move (or a clock start move).  

Note that, differently from [98], even if we require that $Q$ may perform a clock termination move, we do not actually perform it because of the assumption that every active clock in a state advances as time passes.

Although not strictly necessary, we believe that the modified versions of the calculi of IWMC and IGSMP (with the new parallel operator) should come along with other two new operators similar to those used in [98]:

- A new prefix operator $\tilde{\alpha}.P$ which is defined: as $\alpha.P$ if $\alpha$ is $\tau$ or $\delta$, as $\text{rec}X.(\alpha.P + \delta.X)$ otherwise. Such a prefix, which allow visible actions to be delayed as in the original definition of IWMCs and IGSMPs, should be used for specifying systems, while the “basic” prefix $\alpha.P$ constitutes the basis for building an axiomatization.

- A new choice operator $P \tilde{+} Q$ which, similarly as for the new parallel operator, allows one of $P$ and $Q$ to let time pass only if the other one may let time pass and is defined in such a way that time passage does not resolve the choice. Such a choice operator, which allow new prefixes $\tilde{a}$ (where $a$ is a visible action) to be used without causing the delays $\delta$ preceding the execution of the $a$ to solve the choice, should be used for specifying systems, while the “basic” choice $P + Q$ constitutes the basis for building an axiomatization.

---

2 A similar change must be made when deriving weighted moves of $P \parallel_\delta Q$ from corresponding moves of $P$ (we must require that also $Q$ may perform a weighted move).

3 A similar change must be made when deriving clock start moves of $P \parallel_\delta Q$ from corresponding moves of $P$ (we must require that also $Q$ may perform a clock start move).
Finally, we could also include a new symbol representing a terminated process defined as \( \text{rec}X.\delta.X \), which represents a terminated process which may let time pass as in the original definition of IWMCs and IGSMPs.

Even if we think that such “improved” versions of the calculi of IWMC and IGSMP, although more complex, are more “well-founded”, we decided not to present them in Chapters 4 and 6 so as to keep presentation as simple as possible.
Part III

Generative-Reactive Processes
Chapter 10

Generative-Reactive Probabilistic Processes with Advancing Speeds

In this chapter we present an alternative approach for integrating fixed and probabilistic durations in a single modeling formalism which is not based on considering generally distributed time distributions, but simply relies on (finite) probabilistic choices. In this way we can avoid the intractability of mathematical performance analysis which is inherent of generalized semi-Markov processes.

Differently from the approach considered in the second part of the thesis, the technique we present here is based on discrete time, i.e. time is not considered to be continuous (as in continuous time Markov chains or generalized semi-Markov processes), but is represented by a sequence of discrete steps as in discrete time Markov chains.

In particular, we consider a discrete time process algebra capable of (i) modeling processes with different probabilistic advancing speeds (mean number of actions executed per time unit), and (ii) expressing probabilistic external/internal choices and multiway synchronization. More precisely, we introduce a variant of CSP that employs a probabilistic asynchronous parallel operator whose synchronization mechanism is based on a mixture of the classical generative and reactive models of probability. In particular, differently from existing discrete time process algebras where parallel processes are executed in synchronous locksteps, the parallel operator that we adopt allows processes with different mean action frequencies (actions executed per time unit) to be modeled. Moreover, our generative-reactive synchronization mechanism is a simple, but expressive, model of synchronization which makes it possible to always derive discrete time Markov chains in the case of fully specified systems.

We show that, when evaluating steady state based performance measures expressed by associating rewards with actions, such a probabilistic approach provides an exact solution even if advancing speeds of processes are considered not to be probabilistic, i.e. actions of different processes have an exact duration. In this way we can model actions with a different fixed duration without incurring the state space explosion problem which arises with an intuitive application of a standard synchronous approach (parallel processes proceeding in locksteps).
We show the expressive power of our calculus by presenting a non-trivial case study on multi-path routing, where both probabilistic and fixed durations are employed. Such a case study also shows that the language makes it particularly easy to produce scalable specifications.

As a further result we present a sound and complete axiomatization of probabilistic bisimulation over finite processes of our calculus, that is a smooth extension of the axiom system for a standard process algebra, thus solving the open problem of cleanly axiomatizing action restriction in the generative model.

10.1 Introduction

The modeling experience in the specification of complex concurrent systems (see e.g. [8, 9, 28]) has revealed the importance of using languages expressing time (the advancing speed of processes), probabilistic internal/external choices and multi-way synchronizations to be able to represent the behavior of such systems.

In this chapter we address the open problem of developing a calculus for describing and analyzing probabilistic distributed systems that combines, in a natural way, such mechanisms in a discrete time setting. More precisely, we make the assumption that time does not flow continuously, as e.g. in Continuous Time Markov Chains (CTMCs), but the passage of time is represented by a sequence of discrete steps, as in Discrete Time Markov Chains (DTMCs). In particular, we recall from Chapter 2 that DTMCs are labeled transition systems, where the transitions are labeled with their execution probabilities, that represent timed systems performing a transition every discrete time step of the same length 1.

10.1.1 Generative-Reactive Probabilistic Models for Discrete Time Systems

In the past 10 years several models for representing probabilistic systems (see e.g. [80, 145] and the references therein) and several probabilistic extensions of classical process algebras (see e.g. [112, 118, 150, 13, 80, 68]) based on such models have been proposed. In particular, we briefly recall two different models of probability, which have been presented in [80], by resorting to the terminology of Milner [122], where action type based synchronizations are described in terms of button pushing experiments. In this view the environment experiments on a process by pushing one of several buttons, where a button represents an action type. According to the reactive model of probability, a process reacts internally to a button push performed by its environment on the basis of a probability distribution that depends on the button that is pushed. According to the generative model of probability, instead, the process itself autonomously decides, on the basis of a probability distribution, which button will go down and how to behave after such an event.

When two processes, which behave in a reactive way, synchronize on an action of type $a$, each of them reacts internally to the synchronization according to the probability distribution associated with the actions of type $a$ it can perform. Whenever the two processes can synchronize on more than one action type, each of them leaves the decision to the environment, hence the choice of the synchronizing action type turns out to be non-deterministic. This kind of synchronization is simple and natural [145], but does not allow
a mechanism for the choice of the button to be pushed (external choice) to be expressed, thus leaving the system, in a sense, under-specified.

On the other hand, two processes that behave in a generative way, independently decide the action type over which they want to synchronize, hence there may be no agreement on the action type. Almost all the solutions proposed in the literature (see e.g. [80, 13]) are based on the fact that the synchronization on different action types is allowed. In the case the model of synchronization adopted is such that processes can synchronize only on the same action type then, as also stated in [145], there is no simple and intuitive solution to the problem. As an example, let us consider a system composed of two sequential processes that must synchronize over actions of type $a$ and $b$. Suppose that one process may execute an action $a$ with probability $p$ and an action $b$ with probability $1 - p$, while the other process may execute an action $a$ with probability $q$ and an action $b$ with probability $1 - q$. This scenario could be represented by a term like $a + p b \parallel \{a, b\} a + q b$. The problem is: How do we choose the synchronization to be performed? The choice cannot be made independently by the two processes, because e.g. if the lefthand process locally chooses $a$ and the righthand process locally chooses $b$, then no synchronization is possible between the two processes. In order to have a clear model of synchronization, it is important that, once chosen the set of processes that must cooperate, each of such processes can independently choose one of its local actions. The problem is that we do not know who is in control of the system since both processes want to decide the button to be pushed.

A simple and intuitive solution to the problem (as suggested also in [145]) is to adopt a mixed generative-reactive approach by considering an asymmetric form of synchronization, where a process that behaves generatively may synchronize only with processes that behave reactively. The intuition is that the process that behaves generatively decides which button will go down (and how to behave afterwards), while the process that behaves reactively just reacts internally to the button push of the other process. The integration of the generative and reactive approaches is naturally obtained (similarly as done in [155] for a probabilistic version of I/O automata [120]) by designating some actions, called generative actions, as predominant over the other ones, called reactive actions, and by imposing that generative actions can synchronize with reactive actions only. Syntactically, we distinguish reactive actions from generative actions by using the subscript $^*$ stating the reactive nature of the action. As an example, let us consider a system composed of two sequential processes that must synchronize over actions of type $a$ and $b$ whose behavior could be described by a term like:

$$(a + p b) \parallel_{\{a, b\}} ((a_* + q a_*) + (b_* + r b_*))$$

According to the generative-reactive approach: first we probabilistically choose, locally to the lefthand process, between the two generative actions $a$ and $b$ according to probabilities $p$ and $1 - p$ (generative choice); then we probabilistically choose, locally to the righthand process, either between the two reactive actions $a$ according to probabilities $q$ and $1 - q$ or between the two reactive actions $b$ according to probabilities $r$ and $1 - r$. In spite of this, a rather artificial solution has been proposed in [68].
r and 1 – r, depending on whether generative action a or b wins in the first step (reactive choice).

The discrete time probabilistic transition systems that we consider, called generative-reactive transition systems (GRTSs), are a mixture of the generative and reactive transition systems of [80]. In a GRTS (a restricted version of the general model of [145]), each transition represents a discrete time step and is labeled with an action, which can be either a generative action a or a reactive action a∗, and a probability. Transitions leaving a state are grouped in several bundles. We have a single generative bundle composed of all the transitions labeled with a generative action and several reactive bundles, each one referring to a different action type a and composed of all the transitions labeled with a∗. A bundle of transitions expresses a probabilistic choice, hence the sum of the probabilities of the transitions composing a bundle must be 1. On the contrary, the choice among bundles is performed non-deterministically. In a GRTS we see the reactive actions as incomplete actions, which must synchronize with generative actions of another system component in order to form a complete system. A system is considered to be fully specified only when it gives rise to a probabilistic transition system that is purely generative, in the sense that it does not include reactive bundles. Fully specified systems are therefore fully probabilistic systems (systems not including non-deterministic choices [145]), from which a DTMC can be trivially derived by discarding actions from transition labels. As a consequence, they can be easily analyzed to get performance measures. In other words the limited form of non-determinism that we consider is sufficient to have a clear notion of control over action synchronizations, but is harmless from the performance analysis viewpoint, in the sense that for complete systems the underlying probabilistic transition system is fully probabilistic. Moreover, the modeling experience [23, 8, 9, 28, 19] showed that considering, as in the generative-reactive approach, two kinds of actions where one predominates over the other, leads to a master-slave discipline that is very suitable for describing real systems.

10.1.2 Probabilistic Asynchronous Parallel Composition

The parallel operator that we consider is similar to the CSP [109] operator P || S Q, where processes P and Q are required to synchronize over actions of the same type in the set S and locally execute all the other actions. Such an operator expresses multi-way synchronizations by assuming that the result of the synchronization of two actions a is again a visible action a. In addition, we impose that a synchronization between two actions of type a may occur only if either they are both reactive actions a∗ (and the result is a reactive action a∗), or one of them is a generative action a and the other one is a reactive action a∗ (and the result is a generative action a). As a consequence, a multi-way synchronization is composed of all reactive actions except at most one generative action: the choice of a generative action a performed by a process determines the button that is pushed (button a) and the other processes internally react by independently choosing one of their reactive actions a∗.
Differently from existing discrete time process algebras, where parallel processes are executed in synchronous locksteps (see e.g. [112, 150, 118]), the parallel composition operator that we adopt is asynchronous and allows processes with different probabilistic advancing speeds (mean number of actions executed per time unit) to be modeled.

Our approach is inspired by that of [13] where ACP [14] is extended with probability by means of a probabilistic parallel composition operator, even if in [13] time is not explicitly considered. In particular, as in [13], our parallel composition operator is parameterized with a probability $p$, so that in $P \parallel_p S Q$ the process performing the next move is determined according to probability $p$. As an example, let us consider a system composed of two sequential processes whose behavior is described by a term like:

$$(a + p \cdot b) \parallel_q (c + r \cdot d)$$

According to the approach inspired by [13], we first choose which of the two processes must make the next move according to probabilities $q$ and $1 - q$. Then, if the lefthand process wins we locally choose between $a$ and $b$ according to probabilities $p$ and $1 - p$, otherwise we locally choose between $c$ and $d$ according to probabilities $r$ and $1 - r$.

As we will shortly show, in our discrete time setting $P \parallel_p S Q$ represents a system where the mean action frequency (mean number of actions executed per time unit) of process $P$ is $p$, while the mean action frequency of process $Q$ is $1 - p$. Since $P$ and $Q$ may advance at different action frequencies, with respect to the classical synchronous approach, modeling a concurrent system does not necessarily imply adopting the same duration for the actions of $P$ and $Q$. For instance, we could model a post office with a priority mail and an ordinary mail service (see Fig. 10.1) simply by the term $P \parallel_0 S \emptyset Q$, where: process $P$, representing the ordinary mail service, repeatedly executes actions $a$ expressing the delivery of a letter via ordinary mail; and process $Q$, representing the priority mail service, repeatedly executes actions $b$ expressing the delivery of a letter via priority mail. Supposed that we take minutes to be the time unit on which the post office specification is based, in $P \parallel_0 S \emptyset Q$ the mean frequency for the ordinary mail service is 0.2 letters per minute (288 per day) and the mean frequency for the priority mail service is 0.8 letters per minute (1152 per day). Therefore the actions of $P$ take 5 minutes on average to be executed, while the actions of $Q$ take 1 minute and 15 seconds to be executed.

To be more precise, the execution of a system $P \parallel_p S Q$ is determined by assuming a probabilistic scheduler that in each global state decides which process between $P$ and $Q$ will perform the next step. In particular, $P$ and $Q$ advance in discrete steps and the scheduler decides who is going to perform the next move by tossing an unfair coin that gives “head” with probability $p$ and “tail” with probability $1 - p$. If the coin gives “head” $P$ moves, if the coin gives “tail” $Q$ moves. After a certain number, let us say $n$, of coin tosses, i.e. after $n$ time units, it turns out that the mean number of heads that have occurred (steps $P$ has made) is $n \cdot p$ while the mean number of tails that have occurred (steps $Q$ has made) is $n \cdot (1 - p)$. Formally, such mean values

\footnote{We use $\parallel_q$ instead of $\parallel_p S \emptyset$ when $S = \emptyset$.}
are derived in the following way: \( n \cdot p \) is the mean value of a discrete random variable following a binomial distribution with parameters \( n \) (number of experiments) and \( p \) (probability of success for each experiment). This means that \( P \) performs a mean of \( p \) steps per time unit and \( Q \) performs a mean of \( 1 - p \) steps per time unit. Hence \( p \) is \( P \)'s probabilistic advancing speed while \( 1 - p \) is \( Q \)'s probabilistic advancing speed.

Note that in the representation of the behavior of a system \( P \parallel_p S Q \) we do not express an actual concurrent execution of the actions of \( P \) and \( Q \) (so that when time passes for an action of \( P \) then it passes also for a concurrent action of \( Q \)). The behavior of a system \( P \parallel_p S Q \) is, instead, described at a higher level of abstraction by a model with discrete time steps where there is no actual parallel execution, but only an interleaving of the steps of the two processes, where each step takes the same amount of time (a time unit). To make this more clear, we can interpret the behavior of \( P \parallel_p S Q \) as originated by a single-processor machine executing both processes \( (P \text{ and } Q) \) via a probabilistic scheduler. In this view, the choices in the global states of \( P \parallel_p S Q \) do not represent “races” between concurrent time delays (as it is usual for continuous time process algebras) but only probabilistic choices that determine which is the process performing the next discrete step. Therefore we do not assume continuous memoryless distributed sojourn times as, e.g., in the time model of [155], but we simply execute a system transition every discrete time unit. In the execution of \( P \parallel_p S Q \) sometimes we perform a discrete move of \( P \) and sometimes we perform a discrete move of \( Q \) and what matters, from the viewpoint of performance behavior, is the frequency with which the actions of a given process are executed. Therefore, even if we represent the system behavior at a certain level of abstraction where actions are not concurrently executed but just interleaved, we have that such a representation gives the correct execution frequencies for actions of processes. Representing the system behavior just taking
care of execution frequencies (and not actual concurrency) is the level of abstraction necessary in order to
evaluate performance properties in discrete time. This because, since the sojourn times in the states of a
DTMC before taking a transition are all equal to 1, as opposed to the states of a CTMC, the evaluation of
performance measures in a DTMC is entirely based on the execution frequency of transitions.

So far we have explained the behavior of parallel composition in the case of processes performing inde-
pendent moves. Now we show what happens when we consider also generative-reactive synchronizations.
Our approach integrates the generative-reactive approach inspired by [155] with the approach to probabilis-
tic process choice inspired by [13], in that the selection of the action to be executed in a system state is
conceptually carried out through two steps (a generative choice determining the action type followed by
a reactive choice) each employing probabilistic choice among processes. As an example, let us consider a
system composed of four sequential processes whose behavior is described by the term:

\[(a \parallel p(b + p'c)) \{b\} (b_\ast \parallel q(b_\ast + q'b_\ast))\]

In the first step a generative action is chosen as follows. We first choose which of the two lefthand processes
must make a move according to probabilities \(p\) and \(1 - p\). Then, if the process executing \(a\) wins then \(a\) is the
winning generative action. Otherwise we choose between \(b\) and \(c\) according to probabilities \(p'\) and \(1 - p'\). If
the generative action chosen in the first step must not synchronize (as for the actions \(a\) and \(c\)) then we are
done, otherwise (as for the action \(b\)) a second step must be undertaken, where we choose a reactive action
among those that can synchronize with the winning generative action. We first choose which of the two
righthand processes must make a move according to probabilities \(q\) and \(1 - q\). Then, if the process executing
a single \(b_\ast\) wins then this is the winning reactive action. Otherwise we choose between the two reactive
actions \(b_\ast\) of the other process according to probabilities \(q'\) and \(1 - q'\). Note that extending a generative-
reactive approach similar to that of [155] with a probabilistic parallel composition allows us to obtain fully
probabilistic models, nevertheless remaining in a discrete time probabilistic setting. The approach of [155],
instead, strictly relies on the fact that continuous time is considered. This because by endowing each state of
a probabilistic I/O automata with an exponentially distributed sojourn time, the relative advancing speeds of
the probabilistic I/O automata involved in a parallel composition are determined by a timed race condition.
Moreover, expressing advancing speeds of processes via a parameterized parallel operator (instead of, e.g.,
via weights attached to the actions they can perform [150]) is also adequate from a modeling viewpoint. This
because the modeler can first specify the behavior of processes in isolation and then establish, independently
on how they are specified, their relative advancing speed when composing them in parallel. Finally, as we
will show by means of a case study, this approach is also convenient because it leads to specifications that
are easily scalable.

10.1.3 Modeling Exact Advancing Speeds
We also consider the problem of modeling timed systems where the different advancing speeds at which concurrent processes proceed are not probabilistic. According to this interpretation of the notion of advancing speed, if, e.g., the action frequency of a process $P$ in a parallel composition is $1/n$, with $n$ natural number, then each action of $P$ takes exactly $n$ time units to be executed, instead of $n$ time units on average.

With a standard approach based on a synchronous parallel composition, where parallel processes are executed in synchronous locksteps (see, e.g., [112, 125, 118, 150, 98]), exact advancing speeds could be modeled as follows. Called $n_P$ the duration of the actions of a process $P$ (number of time units taken to execute each action of $P$), we compute the greater common divisor $\text{div}$ of the set of durations $n_P$ where $P$ is a process composing the system. Then for each process $P$ we split each action in $n_P/\text{div}$ time units and we take $\text{div}$ to be the duration of the time unit in the specification of the whole system. Such an approach has the problem that the state space of the system greatly increases due to the splitting of the actions of processes, especially if actions with largely different durations are employed: since the step reached by a timed action during its execution needs to be counted in the semantics, each action of $P$ gives rise to $n_P/\text{div}$ states. Other approaches in the literature that avoid action splitting (see, e.g., [53, 5, 64]) do not give rise to models that can be turned into analyzable stochastic processes. The reason is that they either (as in [53]) produce dense-time models with infinite states, or (as in [5] and [64]) produce models in which the time progress is separately represented within each different process.

Our approach, which is based on probabilistic advancing speeds, constitutes an approximated solution to the problem of modeling timed systems with different exact advancing speeds, in that action frequencies of processes are probabilistic instead of being exact, but it has the advantage that actions are not split. Nevertheless, an important property of our approach is that, in the case of non-blocking processes (i.e. processes enabling at least a generative action in each state), while such an approximation may affect the performance behavior of the system during an initial transient evolution, it gives exact values for the performance measures of interest when the system reaches a stationary behavior. Note that the restriction to non-blocking processes is not a limiting requirement from the modeling viewpoint, because the waiting condition of a process can be expressed by executing generative idle actions representing the fact that the process is idle. Therefore, as far as the evaluation of steady state based performance measures of systems is concerned (at least if they are expressible by associating rewards with actions [19]), our approach avoids action splitting, hence the state space explosion problem, while preserving the possibility of exactly analyzing concurrent processes with exact advancing speeds.

10.1.4 Overview and Main Results

We start by formally presenting the probabilistic model for discrete time, based on a mixture of the generative and reactive models of probability, we explained above. In particular we show that, from the models of fully specified systems, we can easily derive DTMCs (Sect. 10.2).
We then introduce a calculus based on the generative-reactive model and the probabilistic asynchronous parallel composition operator explained above. In particular we present its syntax, its formal semantics and we show that a simple extension of the probabilistic bisimulation equivalence [117] is a congruence with respect to all the operators of the calculus and recursive definitions (Sect. 10.3).

Afterwards, we address the problem of finding a sound and complete axiomatization for the probabilistic bisimulation equivalence over the finite processes of our calculus. In order to do this we introduce a new auxiliary operator \( \langle P \rangle^K_J \), defined in such a way that if \( \langle P \rangle^K_J \) is derived from \( P \) by our axiom system, then \( K \) denotes which bundles are executable by \( P \) and \( J \) denotes the set of types of the generative actions executable by \( P \). Thanks to this operator we obtain an axiomatization that is a smooth probabilistic extension of the classical axiomatization for the parallel composition based on the left and synchronization merge operators [13]. In particular, one of the most important consequences of adopting such an operator is that it leads to a clean axiomatization of action restriction in the generative model, without resorting to axioms with implications as in [13]. Moreover, the axioms for the reactive actions are exactly like the axioms for the standard actions except for the calculations related to probability (Sect. 10.4).

We subsequently show that when evaluating performance measures of a system that are based on its behavior at a steady state, our approach provides a correct solution even when the advancing speeds are considered to be exact. In particular, with respect to the standard approach based on a synchronous parallel composition, we avoid the state space explosion problem mentioned above (Sect. 10.5).

Finally, we present a case study that shows all the main features of our calculus: the algebraic model of a router implementing a probabilistic multi-path routing mechanism (Sect. 10.6). In this case study we show that: (i) our approach makes it possible to analyze systems whose components are specified through actions with largely different exact durations (in our model we have actions lasting from 0.5 microseconds to 20 milliseconds); (ii) expressing advancing speeds of processes via a parameterized parallel operator (instead of, e.g., via weights attached to the actions they can perform) is convenient from a modeling viewpoint because the modeler can first specify the behavior of processes in isolation and then establish, independently of how they are specified, their advancing speeds when composing them in parallel; (iii) thanks to the use of our probabilistic parallel operator and to the generative-reactive mechanism, it is possible to define a specification of the router that is easily scalable to an arbitrary size of the routing table.

To terminate the chapter, we report some concluding remarks (Sect. 10.7).

### 10.2 The Generative-Reactive Model

GRTSs are a mixture of the generative and reactive transition systems of [80]. In a GRTS (a restricted version of the general model of [145]), each transition is labeled with an action, which can be either a generative action \( a \) or a reactive action \( a^* \), and a probability. Formally, we denote the set of action types by \( AType \), ranged over by \( a, b, \ldots \). As usual \( AType \) includes the special type \( \tau \) denoting internal actions. We denote
the set of reactive actions by $RAct = \{ a_\ast \mid a \in AType \}$ and the set of generative actions by $GAct = AType$.

The set of actions is denoted by $Act = RAct \cup GAct$, ranged over by $\theta, \theta', \ldots$.

Transitions leaving a state are grouped in several bundles. We have a single generative bundle composed of all the transitions labeled with a generative action and several reactive bundles, each one referring to a different action type $a$ and composed of all the transitions labeled with $a_\ast$. A bundle of transitions expresses a probabilistic choice. On the contrary the choice among bundles is performed non-deterministically.

**Definition 10.1** A probabilistic transition system PTS is a quadruple $(S, AType, T, s_1)$ with

- $S$ a set of states,
- $AType$ a set of action types,
- $T \in \mathcal{M}(S \times Act \times [0,1] \times S)$ a multiset$^3$ of probabilistic transitions,
- and $s_1 \in S$ the initial state.

**Definition 10.2** A Generative-Reactive Transition System (GRTS) is a PTS $(S, AType, T, s_1)$ such that

1. $\forall s \in S, \forall a_\ast \in RAct, \sum \| p \| \exists t \in S : (s, a_\ast, p, t) \in T \| \in \{0,1\}$
2. $\forall s \in S, \sum \| p \| \exists a \in GAct, t \in S : (s, a, p, t) \in T \| \in \{0,1\}$

The first requirement defines the structure of the reactive bundles leaving a state (one for each action type), and the second requirement says that each state must have a unique generative bundle. Both requirements say that for each state the probabilities of the transitions composing a bundle, if there are any, sum up to 1 (otherwise the summation over empty multisets is defined equal to 0).

As an example, we show in Fig. 10.2 a GRTS composed of a generative bundle which enables three transitions ($a$, $b$, and $c$), a reactive bundle of type $b$ which enables two transitions $b_\ast$, and a reactive bundle of type $d$. As in [145] we denote transitions of the same bundle by grouping them by an arc, and we omit the probability from a transition label when it is equal to 1.

---

**Figure 10.2**: Example of a Generative-Reactive Transition System

$^3$We use “$\|$” and “$\|$” as brackets for multisets and $\mathcal{M}(S)$ to denote the collection of multisets over set $S$. 
We recall that reactive actions are seen as incomplete actions which must synchronize with generative actions of another system component in order to form a complete system. Therefore a fully specified system is performance closed, in the sense that it gives rise to a fully probabilistic transition system which does not include reactive bundles. From such a transition system a DTMC can be trivially derived by discarding actions from transition labels. Such a DTMC can, then, be easily analyzed to get performance measures of systems. Formally, a (homogeneous) DTMC on a set of states $S$ (see Chapter 2) is defined by a transition matrix $P = [p_{i,j}]_{i,j \in S}$, where $p_{i,j}$ represents the probability of going from the state $i$ to the state $j$, and a vector of initial probabilities which associates with each state $i \in S$ the probability of being the starting state. From a GRTS $(\{s_1, \ldots, s_n\}, \text{AType}, T, s_1)$ not including reactive bundles we derive the corresponding DTMC $P = [p_{i,j}]_{i,j \in \{1, \ldots, n\}}$ (whose vector of initial probabilities assigns probability 1 to state $s_1$ and probability 0 to all the other states) as follows:

$$p_{i,j} = \sum\left\{ \| p \mid \exists a \in \text{GAct} : (s_i, a, p, s_j) \in T \right\}$$

If the system under analysis reaches a steady behavior at a limiting execution time, we can evaluate its performance by studying the (time averaged) stationary state probabilities of the underlying DTMC $P$ (see Chapter 2). This is done by computing the vector of state probabilities $\pi = [\pi_i]_{i \in \{1, \ldots, n\}}$ (such that $\sum_{i \in \{1, \ldots, n\}} \pi_i = 1$) that solves the global balance equation:

$$\pi \cdot P = \pi$$

The $i$-th element $\pi_i$ of the steady state probability vector $\pi$ represents the probability that $P$ is in state $i$ when observed at a steady behavior.

Analyzing the system for a particular performance measure can be done by associating bonus rewards (see Chapter 2) with the generative actions occurring in the system algebraic specification. In particular we express the performance measure that we want to evaluate in terms of the reward $r_a$ earned by the execution of an action of type $a$ according to such a performance measure. In order to compute the value $m$ of the performance measure we have to evaluate the reward structure $B = [b_{i,j}]_{i,j \in \{1, \ldots, n\}}$ associated to the DTMC $P$ underlying the system. This is done as follows:

$$b_{i,j} = \sum\left\{ \| r_a \cdot \frac{p}{p_{i,j}} \mid \exists a \in \text{GAct} : (s_i, a, p, s_j) \in T \right\}$$

where $p/p_{i,j}$ is the probability that the transition with reward $r_a$ is performed given that we perform a transition from state $i$ to state $j$. We use such probabilities to aggregate the rewards of several transitions going from state $i$ to state $j$ into a single reward.

Finally, we recall from Chapter 2 that the performance measure $m$ is computed as follows:

$$m = \sum_{i \in \{1, \ldots, n\}} \sum_{j \in \{1, \ldots, n\}} \pi_i \cdot b_{i,j} \cdot p_{i,j}$$
10.3 The Calculus: Syntax and Semantics

In this section we introduce the generative-reactive calculus. We begin by presenting the syntax of the calculus and a detailed explanation of the probabilistic parallel composition. We then introduce the calculus operational semantics which generates GRTSs from process terms. Finally, we present a notion of strong probabilistic bisimulation, which is shown to be a congruence for the calculus.

10.3.1 Syntax

The syntax of the generative-reactive process algebra is defined as follows.

Let \( \text{Const} \) be a set of constants, ranged over by \( A, B, \ldots \).

**Definition 10.3** The set \( \mathcal{L} \) of process terms is generated by the syntax:

\[
P :: = 0 \mid \theta.P \mid P + p Q \mid P \parallel p S \mid P[a \rightarrow b]^p \mid A
\]

where \( a \in \text{AType} - \{ \tau \}, b \in \text{AType}, S \subseteq \text{AType} - \{ \tau \}, p \in [0,1]. \) The set \( \mathcal{L} \) is ranged over by \( P, Q, \ldots \). We denote by \( \mathcal{G} \) the set of guarded and closed terms of \( \mathcal{L} \).

\( 0 \) represents a terminated or deadlocked term having no transitions, while the prefix operator \( \theta.P \) performs the action \( \theta \) with probability 1 and then behaves like \( P \).

The alternative composition operator \( P + p Q \) represents a probabilistic choice between the generative actions of \( P \) and \( Q \) and between the reactive actions of \( P \) and \( Q \) of the same type. As far as generative actions are concerned, \( P + p Q \) executes a generative action of \( P \) with probability \( p \) and a generative action of \( Q \) with probability \( 1 - p \). In the case one process \( P \) or \( Q \) cannot execute generative actions, \( P + p Q \) chooses a generative action of the other process with probability 1 (similarly as in [13]). As far as reactive actions of a given type \( a \) are concerned, \( P + p Q \) chooses between the reactive actions \( a^* \) of \( P \) and \( Q \) according to probability \( p \), by following the same mechanism.

**Example 10.1** As an example, \(^4 a + p b \) and \( b^+ + pb^\ast \) represent purely probabilistic choices made according to parameter \( p \) (see the corresponding GRTSs in Fig. 10.3(a)). On the other hand, \( a + pb^\ast \) and \( a^* + p b^\ast \) represent purely non-deterministic choices, where the parameter \( p \) is not considered (see Fig. 10.3(b)). Finally, \( (a + p^\prime b^\ast) + p (b + p^\prime p^\prime b^\ast) \) represents a mixed probabilistic and non-deterministic choice where parameters \( p^\prime \) and \( p^\prime p^\prime \) are not considered and therefore we have: one generative bundle made up of two transitions \( a \) and \( b \), with probabilities \( p \) and \( 1 - p \) respectively, and one reactive bundle of type \( b^\ast \) made up of two transitions \( b^\ast \), with probabilities \( p \) and \( 1 - p \), respectively (see Fig. 10.3(c)).

The parallel composition operator \( P \parallel S Q \) is based on a CSP like synchronization policy, where processes \( P \) and \( Q \) are required to synchronize over actions of type in the set \( S \), and locally execute all the other actions. 

\(^4\)We abbreviate terms \( \theta 0 \) by omitting the final \( 0 \).
Moreover, as already explained in the introduction, we impose that a synchronization between two actions of type $a$ may occur only if either they are both reactive actions $a_*$ (and the result is a reactive action $a_*$), or one of them is a generative action $a$ and the other one is a reactive action $a_*$ (and the result is a generative action $a$). As far as generative actions are concerned, the generative actions of $P \parallel_p Q$ executable by $P \parallel_p Q$ are such that either their type $a$ is not in $S$, or $a$ is in $S$ and $Q(P)$ can perform some reactive action $a_*$. In particular, as standard when restricting actions in the generative model [80], the probabilities of executing such actions are proportionally redistributed so that their overall probability sums up to 1. The choice among the generative actions of $P$ and $Q$ executable by $P \parallel_p Q$ is made according to probability $p$, by following the same probabilistic mechanism seen for alternative composition. In the case of synchronizing generative actions $a$ of $P (Q)$, their probability is further redistributed among the reactive actions $a_*$ executable by $P$ or $Q$ and the choice among them is made according to probability $p$, by following the same probabilistic mechanism seen for alternative composition. As far as reactive actions of a given type $a / \in S$ are concerned, $P \parallel_p S Q$ may perform all the reactive actions $a_*$ executable by $P$ or $Q$ and the choice among them is made according to probability $p$, by following the same probabilistic mechanism seen for alternative composition. As far as reactive actions of a given type $a \in S$ are concerned, if both $P$ and $Q$ may execute some reactive action $a_*$, the choice of the two actions $a_*$ of $P$ and $Q$ forming the actions $a_*$ executable by $P \parallel_p S Q$ is made according to the probability they are independently chosen by $P$ and $Q$.

**Example 10.2** As a first example, consider the term $P_1 \equiv ((a + q b) + q' c) \parallel_p \{b\} 0$. The term $P_1$ may execute the generative actions $a$ and $c$ only, because action $b$ must synchronize but does not have a reactive counterpart in the righthand process. Since term $((a + q b) + q' c)$ in isolation executes the generative action $a$ with probability $q' \cdot q$, the generative action $b$ with probability $q' \cdot (1 - q)$ and the generative action $c$ with probability $1 - q'$, we redistribute the probabilities of $a$ and $c$ by dividing them by the sum of their probabilities $q' \cdot q + 1 - q'$. Therefore term $P_1$ executes action $a$ with probability $(q' \cdot q)/(q' \cdot q + 1 - q')$ and action $c$ with probability $(1 - q')/(q' \cdot q + 1 - q')$ (see the GRTS of Fig. 10.4(a)).

As a second example, consider the term $P_2 \equiv ((a + q b) + q' c_*) \parallel_p \{c\} c$ which may execute the two non-synchronizing generative actions $a$ and $b$ of the lefthand process and the synchronizing generative action $c$ of the righthand process (note that the execution of $c$ is allowed by the reactive action $c_*$ of the lefthand term). As in the case of alternative composition, since both processes may execute some generative actions, we perform a generative action of the lefthand process with probability $p$ and a generative action of the
righthand process with probability \(1 - p\). Since the generative actions executable by \((a + q\ b) + q\ c_\ast\) are \(a\) with probability \(q\) and \(b\) with probability \(1 - q\) (according to the probabilistic mechanism of alternative composition \(q'\) is not considered), term \(P_2\) executes action \(a\) with probability \(p\cdot q\), action \(b\) with probability \(p\cdot (1 - q)\) and action \(c\) with probability \(1 - p\) (see the GRTS of Fig. 10.4(b)).

As a third example, consider the term \(P_3 \equiv b\|_{\{b\}}(b_\ast,c + q\ b_\ast,d)\) where only the lefthand process may execute some generative action. Therefore, as in the case of alternative composition, we execute the unique generative action \(b\) with probability 1 and parameter \(p\) is not considered. Such an action synchronizes with one of the two reactive actions \(b_\ast\) of the righthand process chosen according to probability \(q\). Therefore we execute the action \(b\) leading to \(0\|_{\{b\}} c\) with probability \(q\) and the action \(b\) leading to \(0\|_{\{b\}} d\) with probability \(1 - q\) (see the GRTS of Fig. 10.4(c)).

As a final example, consider the term \(P_4 \equiv (a + q\ b_\ast\) \(\|_{\{b\}}(b_\ast,c + q\ b_\ast,d)\). As far as the generative actions executable by \(P_4\) are concerned, only the lefthand process may execute some generative action, hence, as in the case of alternative composition, we execute the unique generative action \(a\) with probability 1 and parameter \(p\) is not considered. As far as the reactive actions are concerned, \(P_4\) may execute reactive actions of type \(b\) because \(b\) belongs to the synchronization set and both lefthand and righthand processes may execute some action \(b_\ast\). The probability associated with an action \(b_\ast\) obtained by synchronizing an action \(b_\ast\) of the lefthand process with an action \(b_\ast\) of the righthand process is given by the probability that such actions are independently chosen by the two processes among their reactive actions of type \(b\). Therefore, since in our example the lefthand process may perform only one reactive action \(b_\ast\), \(P_4\) executes the action \(b_\ast\) leading to \(0\|_{\{b\}} c\) with probability \(q\) and the action \(b_\ast\) leading to \(0\|_{\{b\}} d\) with probability \(1 - q\) (see the GRTS of Fig. 10.4(d)).

The relabeling operator \(P[a \rightarrow b]^p\) turns actions of type \(a\) into actions of type \(b\). The parameter \(p\) expresses the probability that reactive actions \(b_\ast\) obtained by relabeling actions \(a_\ast\) of \(P\) are executed with respect to the actions \(b_\ast\) previously performable by term \(P\). As an example, consider the second GRTS of Fig. 10.3(b), corresponding to the process \(P \triangleq a_\ast + q\ b_\ast\), where the choice is purely nondeterministic. If we apply the relabeling operator \(P[a \rightarrow b]^p\) we obtain the process represented by the second GRTS of Fig. 10.3(a), where the semantics of \(P[a \rightarrow b]^p\) is a probabilistic choice between the action \(b_\ast\) obtained by relabeling the action \(a_\ast\) and the other action \(b_\ast\), performed according to probabilities \(p\) and \(1 - p\), respectively. In this way the probabilistic information \(p\) provided in the operator \(P[a \rightarrow b]^p\) guarantees that the relabeling operator does not introduce non-determinism between reactive actions of the same type. Parameter \(p\) is, instead, not used when relabeling generative actions because the choice between generative actions of type \(a\) and \(b\) in \(P\) is already probabilistic. Note that, since \(b\) may be the internal action \(\tau\), \(P[a \rightarrow b]^p\) may behave also as an hiding operator.

Finally, constants \(A\) are used to specify recursive systems. In general, when defining an algebraic specification, we assume a set of constant defining equations of the form \(A \triangleq P\) to be given.
In order to avoid ambiguities, we introduce the following operator precedence relation: prefix > relabeling > parallel composition > alternative composition. Moreover we use the following abbreviations to denote the hiding and relabeling of several action types. Let “P/L”, where L is a finite sequence \( (a_1^{p_1}, \ldots, a_n^{p_n}) \) of actions \( a_i \neq \tau \) with an associated probability \( p_i \), stand for the expression \( P[a_1 \rightarrow \tau]^{p_1} \ldots [a_n \rightarrow \tau]^{p_n} \), hiding the actions with types \( a_1, \ldots, a_n \). In a similar way, let “P[\phi]”, where \( \phi \) is a finite sequence \( (\langle a_1, b_1 \rangle^{p_1}, \ldots, \langle a_n, b_n \rangle^{p_n}) \) of pairs of actions \( \langle a_i, b_i \rangle \) such that \( \tau \notin \{a_i, b_i\} \), with an associated probability \( p_i \), stand for the expression \( P[a_1 \rightarrow b_1]^{p_1} \ldots [a_n \rightarrow b_n]^{p_n} \), relabeling the actions of type \( a_1, \ldots, a_n \) with the visible actions \( b_1, \ldots, b_n \), respectively. For the sake of simplicity, we assume the parameter \( p \) to be equal to \( \frac{1}{2} \) whenever it is omitted from any operator of our calculus.

Note that we employ a unique alternative composition operator, instead of a purely probabilistic one and a purely non-deterministic one for two main reasons. First, it permits to circumscribe all the non-determinism to bundles of different kinds, so that fully specified systems are performance closed. Second, a unique probabilistic choice operator is the natural counterpart of the unique parallel composition operator \( P \parallel^p Q \) (having two parallel composition operators is not convenient because it makes it impossible to express mixed non-deterministic and probabilistic choices between the same two processes). An important consequence is that, as we will see in Sect. 5, we can simply characterize parallel composition by means of alternative composition.

Now, in order to make the reader more familiar with the probabilistic operators of the language, we present a small example that employs the main features of the mixed generative-reactive approach on which our calculus is based.

**Example 10.3** Let us consider a system composed of a producer and a buffer. The overall system can be described as the interaction of two processes: 

\[
Producer \parallel^p\{\text{produce}\} Buffer
\]
The probabilistic parallel composition operator \( \parallel p \) is used to express a set of concurrent system components, their communication interface, and their probabilistic advancing speed in the way we will describe.

The communication interface \( \{ \text{produce} \} \) says that the two processes can interact by synchronously executing actions of type \text{produce}. Each other local action is asynchronously executed by the two processes. Probability \( p \) is the parameter of a probabilistic scheduler which, at each discrete time step (whose duration is the time unit on which the system specification is based), decides which of the two processes must be scheduled: in each system state the process between \text{Producer} and \text{Buffer} that will execute the next move is probabilistically chosen according to probability \( p \) and \( 1 - p \), respectively. As already explained in Sect. 10.1.2 this means that process \text{Producer} executes a mean of \( p \) actions per time unit, while process \text{Buffer} executes a mean of \( 1 - p \) actions per time unit.

Now let us detail each component. Process \text{Producer} repeatedly produces new items:

\[
\text{Producer} \triangleq \text{produce.Producer +}^q \text{.tau.Producer}
\]

The probabilistic alternative choice operator \( \_ +^q \_ \) says that the producer can either produce a message (action \text{produce}) with probability \( q \), or stay idle (action \text{tau}) with probability \( 1 - q \), and afterwards behaving as the same process \text{Producer}. The actions \text{produce} and \text{tau} are generative, hence according to the generative model of probability [80], the process itself autonomously decides, on the basis of a probability distribution, which action will be executed and how to behave after such an event.

Process \text{Buffer}, instead, is ready to accept new incoming items or it stays idle:

\[
\text{Buffer} \triangleq (\text{produce,.discard.Buffer +}^r \text{.produce,.store.Buffer}) +^{r'} \text{.tau.Buffer}
\]

The two actions \text{produce} allow a synchronous interaction to be activated with an external process through a synchronization with an action of type \text{produce}. The potential interaction is guided by the external process (the producer) and, whenever this is the case, the buffer reacts by choosing either the first action \text{produce}, with probability \( r \) and then discarding the message (generative action \text{discard}), or the second action \text{produce}, with probability \( 1 - r \) and then storing the message (generative action \text{store}). The two actions \text{produce} are reactive, hence according to the reactive model of probability [80], the process reacts internally to an external action of type \text{produce} (performed by its environment) on the basis of a probability distribution associated with the reactive actions of type \text{produce} it can perform. In practice, the buffer reacts to stimuli presented by its environment in the form of synchronizing actions of type \text{produce}. This reflects a master-slave discipline, where a master (the producer) decides the action to execute and the slave (the buffer) reacts to its decision (reactive actions are incomplete actions which must synchronize with generative actions of another system component in order to be executed). In our example, process \text{Buffer} stays idle by executing internal actions \text{tau} while it is not getting items from the \text{Producer}. The choice between the reactive actions \text{produce} and such an internal event is just nondeterministic (parameter \( r' \) is not considered), because the execution of a reactive action \text{produce} by means of process \text{Buffer} is entirely guided by the process \text{Producer}. Whenever the process
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Producer performs its generative action *produce* the process Buffer will execute one of its *produce* actions. For instance, in the initial state \( \text{Producer} \parallel \text{Buffer}^p \) of our example, the system executes a move of process \( \text{Producer} \) with probability \( p \): it executes either the internal move \( \tau \) with probability \( p \cdot (1 - q) \), or the move \( \text{produce} \) with probability \( p \cdot q \) (with probability \( p \cdot q \cdot r \) it executes a \( \text{produce} \) action synchronized with the first reactive action of Buffer) and with probability \( p \cdot q \cdot (1 - r) \) a \( \text{produce} \) action synchronized with the second reactive action of Buffer). On the other hand, the system may schedule with probability \( 1 - p \) the process Buffer by executing its internal action \( \tau \) (which gets the entire probability \( 1 - p \) associated to process Buffer).

### 10.3.2 Parallel Composition of Processes with Different Action Durations

As already explained in Sect. 10.1.2 our probabilistic parallel composition operator \( P \parallel^p S \) can be used to express the concurrent execution of processes \( P \) and \( Q \) specified with respect to different action durations. Before showing how this can be done in the general case we recall some basic concepts concerning the semantics of our parallel operator.

In the semantic model of \( P \parallel^p Q \) the parallel execution of processes \( P \) and \( Q \) is represented as being originated by a single-processor machine executing both processes via a probabilistic scheduler. In each global state the scheduler probabilistically decides if \( P \) or \( Q \) is going to perform the next move according to probabilities \( p \) and \( 1 - p \), respectively. In this way, as we explained in Sect. 10.1.2, \( P \) performs a mean of \( p \) actions per time unit (\( P \) is executed with action frequency \( p \)) and \( Q \) performs a mean of \( 1 - p \) actions per time unit (\( Q \) is executed with action frequency \( 1 - p \)).

If we strictly follow this single-processor interpretation of the semantics of \( P \parallel^p Q \), we assume that the specifications of processes \( P \) and \( Q \) are based on the same time unit \( u \) representing action duration, and consequently that actions of \( P \parallel^p Q \) also take time \( u \) to be executed, i.e. \( u \) is also the time unit of \( P \parallel^p Q \). Since \( P \) and \( Q \) must share a single resource (the processor), the effect of putting \( P \) in parallel with \( Q \) is that both \( P \) and \( Q \) get slowed down. In particular, when \( P \) (\( Q \)) is considered in isolation it executes one action per time unit \( u \); when, instead, it is assumed to be in parallel with \( Q \) (\( P \)) by means of \( P \parallel^p Q \), it executes \( p \) (\( 1 - p \)) actions per time unit \( u \).

On the other hand such an action interleaving based representation of \( P \parallel^p Q \) can be interpreted as being an abstract description of the actual concurrent execution of two processes \( P \) and \( Q \) specified with respect to (possibly) different action durations, as in the case of the post office example of Sect. 10.1.2. In general, if \( f_P \) is the mean action frequency assumed in the specification of \( P \) (an action of \( P \) is assumed to take time \( 1/f_P \) on average to be executed) and \( f_Q \) is the mean action frequency assumed for the specification of \( Q \), it is easy to derive a time unit \( u \) and a probability \( p \) such that, if we assume actions to take time \( u \) to be executed, \( P \parallel^p Q \) represents the actual concurrent execution of processes \( P \) and \( Q \) with mean action frequencies \( f_P \) and \( f_Q \), respectively. Since the mean action frequency of process \( P \) is \( f_P \) and the mean action frequency of process \( Q \) is \( f_Q \), the mean action frequency of the parallel composition of \( P \) and \( Q \) must be...
\( f = f_P + f_Q \). Therefore the time unit representing the duration of the actions of \( P \parallel_0 Q \) that we have to consider is \( u = 1/f = 1/(f_P + f_Q) \), and the action frequency \( p \) of \( P \) with respect to the new time unit \( u \) is given by \( f_P = p/u = p \cdot f \), hence \( p = f_P/f = f_P/(f_P + f_Q) \). Similarly the action frequency \( 1 - p \) of \( Q \) with respect to \( u \) turns out to be \( 1 - p = f_Q/f = f_Q/(f_P + f_Q) \). It is worth noting that by adopting a suitable time unit in this way, the speed at which \( P \) and \( Q \) are executed when they are considered in isolation is not reduced when they are executed in parallel.

**Example 10.4** Let us consider a system composed of a server managing a video-conference and a mail server. The first server must broadcast the flow of video images, hence requires a high speed channel to deliver data, while the second server mainly deals with textual messages, hence has smaller requirements in terms of channel bandwidth.

Let us first consider the scenario where the two servers share a single high speed channel which can transmit 500 data packets per second. Since both servers must send data over the same channel we assume a probabilistic scheduling policy for accessing the channel. In particular, since the video-conference server requires much larger bandwidth than the mail server we assume that every 2 milliseconds (the time it takes to send a packet through the channel) we schedule: a data packet coming from the video-conference server with probability 0.8, a data packet coming from the mail server with probability 0.2. In the system algebraic specification we represent the transmission over the channel of a packet coming from the video-conference server with actions \( a \) and the transmission over the channel of a packet coming from the mail server with actions \( b \). The system is then specified by the term \( A \parallel_0 B \), where \( A \overset{\Delta}{=} a.A \) (which repeatedly executes actions \( a \)) describes the behavior of the video-conference server and \( B \overset{\Delta}{=} b.B \) describes the behavior of the mail server. The time unit that we adopt is 2 milliseconds. If we consider the specification \( A \) in isolation, the video-conference server has at its disposal the full bandwidth of the channel, hence it transmits a packet every time unit, i.e. 500 data packets per second. The same happens if we consider the specification \( B \) of the mail server in isolation. When instead we consider the system \( A \parallel_0 B \), since the two servers must share a unique channel, the effect that we obtain is that both servers get slowed down. In particular the video-conference server transmits 0.8 packets per time unit, i.e. 400 packets per second, while the mail server transmits 0.2 packets per time unit, i.e. 100 packets per second.

We can give a different interpretation to the same specification \( A \parallel_0 B \) by considering it as the description of the two servers in a different scenario where each of them has a dedicated channel: the video-conference server has an outgoing channel which can transmit a mean of 400 packets per second, while the mail server has an outgoing channel which can transmit a mean of 100 packets per second. According to this interpretation the actions \( a \) executed by process \( A \) (considered in isolation) represent the transmission of a packet of the video-conference server over its dedicated channel and take a mean of 2.5 milliseconds to be executed, while the actions \( b \) executed by process \( B \) (considered in isolation) represent the transmission of a packet of the mail server over its dedicated channel and take a mean of 10 milliseconds to be executed. In order to specify the actual concurrent execution of processes \( A \) and \( B \) we have to consider the global action frequency of the
two processes, i.e. the total number 400 + 100 of packets per second they transmit, and take as time unit
the mean time to send a packet in the overall system, i.e. \(1/(400 + 100)\) seconds or equally 2 milliseconds.
Then we have to compute the action frequency \(p\) of \(A\) with respect to such a time unit. 400 packets per
second correspond to \(0.8 = 400/500\) packets per 2 milliseconds. Similarly the action frequency \(1 - p\) of \(B\)
with respect to the adopted time unit turns out to be \(0.2 = 100/500\) packets per 2 milliseconds. Therefore
the specification \(A \parallel_0 0 \emptyset B\) with respect to the time unit 2 milliseconds represents the actual parallel execution
of the two servers. In particular, differently from the case of the shared channel their advancing speed is not
reduced when they are executed in parallel.

10.3.3 Semantics

The formal semantics of our calculus maps terms onto GRTSs, where each transition label is composed of
an action and a probability.

We assume the following abbreviations that will make the definition of the semantic rules easier. We use
\(P \xrightarrow{\theta} P'\) to stand for \(\exists p, P' : P \xrightarrow{\theta,p} P'\), meaning that \(P\) can execute action \(\theta\) and \(P \xrightarrow{G} \) to stand for
\(\exists a \in G : P \xrightarrow{a}\), \(G \subseteq \text{AType}\), meaning that \(P\) can execute a generative action of type belonging to set \(G\).

The GRTS deriving from a term \(G\) is defined by the operational rules in Tables 10.1 and 10.2, where in
addition to the rules \((r2_l) - (r5_l)\) and \((g2_l) - (g7_l)\) referring to a local move of the lefthand process \(P\), we
consider also the symmetrical rules \((r2_r) - (r5_r)\) and \((g2_r) - (g7_r)\) taking into account the local moves of
the righthand process \(Q\), obtained by exchanging the roles of terms \(P\) and \(Q\) in the premises and, for rules
\((r2_r), (r4_r), (g2_r), (g4_r)\) and \((g6_r)\), by replacing \(p\) with \(1 - p\) in the label of the derived transitions. Similarly
as in [107], we consider the operational rules as generating a multiset of transitions (consistently with the
definition of a GRTS), where a transition has arity \(n\) if and only if it can be derived in \(n\) possible ways
from the operational rules. Note that even if the operational rules in Tables 10.1 and 10.2 include negative
premises, this does not cause inconsistencies because when applying such rules for deriving the moves of a
term \(P\), the negative premises always refer to the moves of a subterm of \(P\) (and not of \(P\) itself), hence the
operational semantics is stratifiable [89].

Rule \((r1)\) states that a term \(a \star P\) may execute a single reactive bundle of type \(a\) composed of a single
transition leading to state \(P\).

Rules \((r2)\) state that, for any type \(a\), the reactive bundle \(a\) executable by \(P + p Q\) is obtained by redis-
tributing the probabilities of the transitions composing the reactive bundle \(a\) of \(P\) and \(Q\), according to \(p\) and
\(1 - p\), respectively. In the case the reactive bundle \(a\) of \(P\) or \(Q\) is empty, according to \((r3)\), \(P + p Q\) simply
inherits the reactive bundle \(a\) of the other process, without considering the parameter \(p\).

Rules \((r4)\) and \((r5)\) state that, for any type \(a \notin S\), the reactive bundle \(a\) executable by \(P \parallel_p S Q\) is obtained
as previously explained for the alternative composition. Rule \((r6)\) states that, for any type \(a \in S\), if both
the reactive bundles \(a\) of \(P\) and \(Q\) are non-empty, then the reactive bundle \(a\) of \(P \parallel_p S Q\) is non-empty, and
is obtained by merging the two reactive bundles \(a\) of \(P\) and \(Q\). In particular, the probability assigned
Table 10.1: Semantic Rules for Reactive Transitions
Table 10.2: Semantic Rules for Generative Transitions
to each transition $a_*$ composing the reactive bundle $a$ of $P \parallel^a Q$, is equal to the probability that the two synchronizing transitions $a_*$ of $P$ and $Q$ are independently chosen by $P$ and $Q$.

Rules (r7) and (r9) state that, the reactive bundle $b$ executable by $P[a \rightarrow b]^p$ is obtained by redistributing the probabilities of the transitions composing the reactive bundles $a$ and $b$ of $P$, according to $p$ and $1 - p$, respectively. As for the alternative composition, if the reactive bundle $a$ of $P$ is empty, according to (r10), $P[a \rightarrow b]^p$ simply inherits the reactive bundle $b$ of $P$, without considering the parameter $p$. Similarly, if the reactive bundle $b$ of $P$ is empty, according to (r8), the reactive bundle $b$ of $P[a \rightarrow b]^p$ is obtained from the reactive bundle $a$ of $P$ by simply relabeling actions in transitions, without considering the parameter $p$. Rule (r11) states that, for any type $c \notin \{a, b\}$, $P[a \rightarrow b]^p$ simply inherits the reactive bundle $c$ of $P$.

Rule (r12) states that the reactive bundles executable by $A$ such that $A \supseteq P$ are the same reactive bundles executable by $P$.

Rules (g1), (g2), and (g3) are similar to the corresponding reactive rules. We only point out that the set $GAct$ is used in the premises of rules (g2) and (g3) because all generative actions are grouped in a single bundle.

According to rules (g4) – (g7), the generative transitions of $P$ ($Q$) executable by $P \parallel^p Q$ are such that either their type $a$ is not in $S$, or $a$ is in $S$ and $Q$ ($P$) can perform some reactive action $a_*$. In rules (g4) – (g7) we assume the set $G_{S,P} \subseteq AType$, with $S \in AType - \{\tau\}$ and $P \in S$, to be defined as follows:

$$G_{S,P} = \{a \in AType \mid a \notin S \lor (a \in S \land P \xrightarrow{a_*})\}$$

In this way $G_{S,Q} (G_{S,P})$ is the set of types of the generative transitions of $P$ ($Q$) executable by $P \parallel^p Q$. Since we consider a restricted set of executable actions, as explained in Sect. 3.1 we redistribute the probabilities of the generative transitions of $P$ ($Q$) executable by $P \parallel^p Q$ so that their overall probability sums up to 1 [80]. To this aim in semantic rules we employ the function $\nu_P(G) : P(ATE) \rightarrow [0,1]$, with $P \in S$, defined as follows:

$$\nu_P(G) = \sum_{p \in P} \nu_{P'}(a \in G : P \xrightarrow{a,p} P')$$

which computes the sum of the probabilities of the generative transitions executable by $P$ whose type belongs to the set $G$. In this way $\nu_P(G_{S,Q}) (\nu_P(G_{S,P}))$ computes the overall probability of the generative transitions of $P$ ($Q$) executable by $P \parallel^p Q$ and can be used to normalize the probabilities of the generative transitions of $P$ ($Q$). Finally, the generative bundle of $P \parallel^p Q$ is obtained by redistributing the probabilities of the normalized generative transitions of $P$ and $Q$ executable by $P \parallel^p Q$ according to $p$ and $1 - p$, as for the alternative composition. The probability of the generative transitions $a$ of $P$ ($Q$), such that $a \in S$, must be further distributed among the reactive transitions belonging to the reactive bundle $a$ of $Q$ ($P$).

Rules (g8) and (g9) state that the generative bundle of $P[a \rightarrow b]^p$ is obtained from the generative bundle of $P$ by simply relabeling actions in transitions, without considering the parameter $p$. Finally, rule (g10) is the exact counterpart of (r12).
Definition 10.4 The operational semantics of $P \in \mathcal{G}$ is the PTS $\llbracket P \rrbracket$ composed of the terms reachable from $P$ according to the operational rules of Tables 10.1 and 10.2. We say that $P \in \mathcal{G}$ is performance closed if and only if $\llbracket P \rrbracket$ does not include reactive transitions.

Lemma 10.1 Let $P$ and $Q$ be two processes of $\mathcal{G}$. If $\llbracket P \rrbracket$ and $\llbracket Q \rrbracket$ are GRTSs, then $\llbracket \theta.P \rrbracket$, $\llbracket P[a \rightarrow b]p \rrbracket$, $\llbracket P + p Q \rrbracket$ and $\llbracket P \parallel p S \parallel Q \rrbracket$ are GRTSs. Moreover, recursive definitions preserve the property of being a GRTS.

Proof The result simply derives from the fact that, as explained above for each operational rule, the application of an operator preserves the bundle structure of GRTSs.

Theorem 10.1 If $P$ is a process of $\mathcal{G}$, then $\llbracket P \rrbracket$ is a GRTS.

Proof The result derives by structural induction by using lemma 10.1.

10.3.4 Equivalence

We now equip the algebra with a probabilistic bisimulation equivalence (along the lines of [117]), which relates systems having the same functional and probabilistic behavior. We first introduce a function capturing the total probability with which a term reaches a given class of terms by executing a given action of Act.

Definition 10.5 We define function $\text{Prob} : (\mathcal{G} \times \text{Act} \times \mathcal{P}(\mathcal{G})) \rightarrow [0,1]$ by

$$\text{Prob}(P,\theta,C) = \sum \llbracket p \mid P \xrightarrow{\theta.p} P' \land P' \in C \rrbracket$$

Definition 10.6 An equivalence relation $B \subseteq \mathcal{G} \times \mathcal{G}$ is a strong probabilistic bisimulation if and only if, whenever $(P,Q) \in B$, then for all $\theta \in \text{Act}$ and equivalence classes $C \in \mathcal{G}/B$

$$\text{Prob}(P,\theta,C) = \text{Prob}(Q,\theta,C)$$

The strong probabilistic bisimulation equivalence, denoted by $\sim_{PB}$, is the union of all the strong probabilistic bisimulations.

Theorem 10.2 $\sim_{PB}$ is a congruence w.r.t. all the algebraic operators and recursive definitions.

Proof The most relevant cases are those of parallel composition operator and recursive definitions. In the case of the parallel operator, it suffices to show that $\{(P_1 ||_{\mathcal{G}} Q, P_2 ||_{\mathcal{G}} Q) \mid P_1, P_2, Q \in \mathcal{G}, P_1 \sim_{PB} P_2 \} \cup \text{Id}_{\mathcal{G}}$, where $\text{Id}_{\mathcal{G}}$ is the identity relation over $\mathcal{G}$, is a strong probabilistic bisimulation. In the case of recursive definitions, it suffices to apply the technique introduced in [38] (here presented in Chapter 11).
10.4 Axiomatization

In this section we develop an equational characterization of $\sim_{PB}$ for the set $G_{fin}$ of nonrecursive terms of $G$, i.e. guarded and closed terms of our generative-reactive calculus not including constants $A$.

In order to produce a finite axiom system which is sound and complete over $G_{fin}$ processes we adopt (as e.g. in [13]) the standard technique of expressing the parallel composition operator by means of the left merge $\lfloor_5^p$ and the synchronization merge $\lfloor_8^p$ operators. Moreover, in order to achieve completeness we need to introduce an auxiliary operator $\langle P \rangle^f_K$, so that when a term $\langle P \rangle^f_K$ is derived from $P$ by the axiom system, $K$ denotes the bundles executable by $P$ and $J$ denotes the type of the executable generative actions in the case the generative bundle belongs to $K$. Formally, we define bundle kinds as follows. Given a term $P$, $\langle \bullet \rangle$ is the kind of the generative bundle executable by $P$, while $a$ is the kind of the reactive bundle of type $a$ executable by $P$. We denote with $BKind = \{\bullet\} \cup AType$ the set of bundle kinds, ranged over by $\kappa, \kappa', \ldots$.

We denote by $G_{ext}$ the set of terms obtained by extending the syntax of $G_{fin}$ terms with the auxiliary operators $\lfloor_5^p$ and $\lfloor_8^p$, and the new operator $\langle P \rangle^f_K$, where $K$ is a finite set of bundle kinds, i.e. a subset of $BKind$, and $J \subseteq GAct$ is such that $J \neq \emptyset \iff \bullet \in K$.

Intuitively we have to introduce the new operator $\langle P \rangle^f_K$ in order to understand the role of parameter $p$ in a choice $P +^p Q$, which can be probabilistic or non-deterministic depending on which bundles are executable by $P$ and $Q$. In particular, we have that the choice $\langle P \rangle^f_K +^p \langle Q \rangle^f_{K'}$ is purely probabilistic when there exists $\kappa$ such that $K = K' = \{\kappa\}$, while it is purely non-deterministic whenever $K$ and $K'$ are disjoint.

In order to make it possible to produce an axiom system which, besides being complete, is also sound, we define an operational semantics for the new operator $\langle P \rangle^f_K$. As for the other operators of our calculus we will show that such semantics produces GRTSs and that $\langle P \rangle^f_K$ satisfies the congruence property.

The role of the operator $\langle P \rangle^f_K$ in our axiom system is just to denote that, when $\langle P \rangle^f_K$ is derived from $P$, the bundles executable by $P$ are exactly the bundles stated by $K$ and the types of the generative transitions of $P$ are included in $J$. Therefore the operator $\langle P \rangle^f_K$ must have no effect on the behavior of processes $P$ satisfying such a requirement. However, even if our axiom system cannot produce a term $\langle P \rangle^f_K$ from a process $P$ not satisfying the requirement above, we have to define the semantics of $\langle P \rangle^f_K$ over arbitrary terms $P$. The idea here is to define $\langle P \rangle^f_K$ in such a way that, independently on which are the bundles executable by $P$, the bundles executable by $\langle P \rangle^f_K$ satisfy the requirement above. As we will see, defining $\langle P \rangle^f_K$ in this way will lead to the soundness of our axiom system.

The operational semantics of $\langle P \rangle^f_K$ is defined by the semantic rules defined in the first part of Table 10.3. In this table we employ the function $\kappa : A \rightarrow BKind$ which determines the kind of bundle a transition belongs to. Formally $\kappa(\theta)$ is defined as follows:

\[
\forall a \in GAct. \quad \kappa(a) = \bullet \\
\forall a^* \in RAct. \quad \kappa(a^*) = a
\]

Rule (e1) eliminates all the transitions of $P$ not executable according to $K$ and $J$. Rule (e2) creates a
<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e1)</td>
<td>( P \xrightarrow{\theta,q} P' ) if ( \kappa(\theta) \in K \land (\kappa(\theta) = \bullet \Rightarrow \theta \in J) )</td>
</tr>
<tr>
<td>(e2)</td>
<td>( P \xrightarrow{a} \langle P \rangle_{\theta}^J_{K} \xrightarrow{a_{x,1}} \theta ) if ( a \in K )</td>
</tr>
<tr>
<td>(e3)</td>
<td>( \nu P(J) &lt; 1 ) if ( \bullet \in K \land a \in J )</td>
</tr>
<tr>
<td>(lm1)</td>
<td>( P \xrightarrow{a,q} P' Q \xrightarrow{a} a \notin S )</td>
</tr>
<tr>
<td>(lm2)</td>
<td>( P \xrightarrow{a,q} P' Q \xrightarrow{a} a \notin S )</td>
</tr>
<tr>
<td>(lm3)</td>
<td>( P \xrightarrow{a,q} P' Q \xrightarrow{G_{S,P}} a \notin S )</td>
</tr>
<tr>
<td>(lm4)</td>
<td>( P \xrightarrow{a,q} P' Q \xrightarrow{G_{S,P}} a \notin S )</td>
</tr>
<tr>
<td>(lm5)</td>
<td>( P \xrightarrow{a,q} P' Q \xrightarrow{a_{x,q}'} Q' Q \xrightarrow{G_{S,P}} a \in S )</td>
</tr>
<tr>
<td>(lm6)</td>
<td>( P \xrightarrow{a,q} P' Q \xrightarrow{a_{x,q}'} Q' Q \xrightarrow{G_{S,P}} a \in S )</td>
</tr>
<tr>
<td>(sm1)</td>
<td>( P \xrightarrow{a,q} P' Q \xrightarrow{a_{x,q}'} Q' a \in S )</td>
</tr>
</tbody>
</table>

Table 10.3: Semantic Rules for \( \langle P \rangle_{\theta}^J_{K} \), \( P \xrightarrow{a,q} S Q \), and \( P \xrightarrow{a}_{S} Q \).
reactive bundle of type \(a\) in the case \(P\) cannot execute such a bundle and \(a \in K\). Rule (e3) creates a complete generative bundle in the case \(• \in K\) and the generative transitions of \(P\) whose type is in \(J\) do not form a complete generative bundle. The action \(a\) used in rule (e3) is any fixed arbitrarily chosen generative action \(a \in J\). Such an action can be considered as a fixed parameter of the operator \(⟨P⟩^J_K\).

In the second and third part of Table 10.3 we present the obvious operational rules for \(\lfloor P \rfloor_S\) and \(|P|_S\) that derive from those we presented for the parallel operator.

**Lemma 10.2** Let \(P\) and \(Q\) be two processes of \(G_{ext}\). If \([P]\) and \([Q]\) are GRTSs then \([⟨P⟩^J_K]\), \([P|_S^P Q]\), and \([P|_S^P Q]\) are GRTSs.

**Proof** The result simply derives from the fact that, as it can be easily verified, the application of the operators \([⟨P⟩^J_K]\), \([P|_S^P Q]\), and \([P|_S^P Q]\) preserve the bundle structure of GRTSs. In particular for the left merge and synchronization merge operators this is a trivial consequence of the fact that the bundle structure is preserved by the parallel operator.

**Theorem 10.3** If \(P\) is a process of \(G_{ext}\), then \([P]\) is a GRTS.

**Proof** The result derives by structural induction by using lemma 10.1 and lemma 10.2.

**Theorem 10.4** \(\simPB\) is a congruence w.r.t. the auxiliary operators \(⟨P⟩^J_K\), \(P|_S^P Q\), and \(P|_S^P Q\).

**Proof** As far as the operator \(⟨P⟩^J_K\) is concerned the result simply derives from the fact that, if \(P_1 \simPB P_2\) then for any set of action types \(J\) we have that \(ν_{P_1}(J) = ν_{P_2}(J)\), hence \(⟨P_1⟩^J_K \simPB ⟨P_2⟩^J_K\). Moreover, since the equivalence \(\simPB\) does not abstract from \(τ\) transitions the congruence w.r.t. the auxiliary operators \(P|_S^P Q\) and \(P|_S^P Q\) is just a trivial consequence of the congruence with respect to the parallel operator (see [1]).

The equational characterization of \(\simPB\) is composed of the set \(A\) of axioms shown in Table 10.4. The axioms \(A_1 – A_5\) express the basic properties of the choice operator. The axioms \(BK_1 – BK_3\) generate the brackets \(⟨P⟩^J_K\) denoting the bundles executable by \(P\). The axioms \(R_1 – R_7\) and \(P, LM_1–LM_9, SM_1–SM_5\) refer to the relabeling and parallel composition operators, respectively.

**Theorem 10.5** The axiom system \(A\) is sound for \(\simPB\) over processes of \(G_{ext}\).

**Proof** Just a trivial verification of the consistency of the axioms with respect to the operational semantics of the operators. In particular note that the internal angular parentheses in the righthand term of axiom \(BK_3\) are necessary to achieve soundness. If we had considered external angular parentheses only, then the axiom system would have been complete but not sound, as can be seen by taking, e.g. \(P \equiv 0\). Moreover, note that axiom \(LM_6\) is sound because we apply it when the lefthand process is guarded by a synchronizing generative action \(a∗\) waiting for the reactive counterpart \(a∗\) in the righthand process.
\(\begin{align*}
(A_1) & \quad P +^p \emptyset = P \\
(A_2) & \quad P +^p P = P \\
(A_3) & \quad P +^p Q = Q +^1 - p P \\
(A_4) & \quad (\langle P \rangle_{(1)} +^\theta \langle Q \rangle_{(1)} +^q \langle R \rangle_{(1)} +^r) = (\langle P \rangle_{(1)} +^\theta \langle Q \rangle_{(1)} +^q (1 - p) \langle (1 - p - q) \rangle +^r \langle R \rangle_{(1)} +^r) \\
(A_5) & \quad (\langle P \rangle_{K} +^p \langle Q \rangle_{K'} +^q R = (\langle P \rangle_{K} +^p \langle Q \rangle_{K'} +^q R) \cap K' = \emptyset \\
(BK_1) & \quad a.P = \{a.P\}_{\{\emptyset\}} \\
(BK_2) & \quad a_* P = \{a_* P\}_{\{\emptyset\}} \\
(BK_3) & \quad (\langle P \rangle_{K} +^p \langle Q \rangle_{K'} +^q R) = (\langle P \rangle_{K} +^p \langle Q \rangle_{K'} +^q R) \cup K' \\
(R_1) & \quad \emptyset[a \rightarrow b]^p = \emptyset \\
(R_2) & \quad \theta.P[a \rightarrow b]^p = \theta.(P[a \rightarrow b]^p) \quad \theta \notin \{a, a_*\} \\
(R_3) & \quad a.P[a \rightarrow b]^p = b.(P[a \rightarrow b]^p) \\
(R_4) & \quad a_* P[a \rightarrow b]^p = b_.(P[a \rightarrow b]^p) \\
(R_5) & \quad (\langle P \rangle_{(a)} +^\theta \langle Q \rangle_{(b)} +^q a \rightarrow b)^p = (\langle P \rangle_{(a)} +^\theta \langle Q \rangle_{(b)} +^q a \rightarrow b)^p \\
(R_6) & \quad (\langle P \rangle_{K} +^p \langle Q \rangle_{K'} +^q a \rightarrow b)^p = (\langle P \rangle_{K} +^p \langle Q \rangle_{K'} +^q a \rightarrow b)^p \\
(P) & \quad P \|_{S} Q = (P \|_{S} Q +^p Q)_{S} +^p P +^q P \|_{S} Q \\
(LM_1) & \quad \emptyset \|_{S} Q = \emptyset \\
(LM_2) & \quad a_* P \|_{S} Q = \emptyset \quad a \in S \\
(LM_3) & \quad a.P \|_{S} \emptyset = \emptyset \quad a \in S \\
(LM_4) & \quad a.P \|_{S} \emptyset = \emptyset \quad a \in S \\
(LM_5) & \quad a.P \|_{S} P = a.(P \|_{S} Q) \quad a \in S \\
(LM_6) & \quad a.P \|_{S} Q = a_.(P \|_{S} Q) \quad a \in S \\
(LM_7) & \quad \theta.P \|_{S} Q = \theta_.(P \|_{S} Q) \quad \theta \notin S \\
(LM_8) & \quad (P +^q \langle Q \rangle_{(a)} \|_{S} Q_{K})_{K} = (P +^q \langle Q \rangle_{(a)} \|_{S} Q_{K})_{K} \quad J \subseteq S \cap J \cap K = \emptyset \\
(LM_9) & \quad (\langle P \rangle_{K} +^q \langle Q \rangle_{K} \|_{S} Q_{K})_{K} = (\langle P \rangle_{K} +^q \langle Q \rangle_{K} \|_{S} Q_{K})_{K} \quad (J \cup J') \cap S \subseteq K' \\
(SM_1) & \quad P \|_{S} Q = Q \|_{S}^1 - p P \\
(SM_2) & \quad \emptyset \|_{S} Q = \emptyset \\
(SM_3) & \quad \emptyset \|_{S} \emptyset \|_{S} \emptyset = \emptyset \quad \emptyset \notin \{a_* | a \in S \} \cup \emptyset \notin \emptyset \\
(SM_4) & \quad a_* P \|_{S} \emptyset Q = a_.(P \|_{S} Q) \quad a \in S \\
(SM_5) & \quad (P +^q Q) \|_{S} R = P \|_{S} R +^q Q \|_{S} R \\
\end{align*}\)

Table 10.4: Axiomatization
The axiom $A_2$ expresses idempotency and $A_3$ a form of commutativity which complements the parameter $p$ (as in [13]).

The axiom $A_4$ expresses associativity for pure probabilistic choices, i.e. choices among terms enabling a single common bundle. The axiom defines how probabilistic parameters must be adjusted so that the probability of executing a given member of the sum is preserved (as in [13]).

Thanks to the properties of commutativity and associativity of pure probabilistic choices we can just use the notation

$$\sum_{i \in \{1, \ldots, n\}} [p_i] \langle P_i \rangle^J_{\{\kappa\}}$$

as a shorthand notation for a probabilistic choice among $\langle P_1 \rangle^J_{\{\kappa\}} \ldots \langle P_n \rangle^J_{\{\kappa\}}$, where $p_i$ is the probability of executing $\langle P_i \rangle^J_{\{\kappa\}}$.

The axiom $A_5$ expresses associativity for choices where two of the terms involved enable disjoint sets of bundle kinds. Two particular cases of $A_5$ lead to two important properties of the choice operator.

By taking $R \equiv 0$ in $A_5$ and applying axiom $A_1$ we obtain:

$$\langle P \rangle^J_K + p \langle Q \rangle^J_{K'} = \langle P \rangle^J_K + q \langle Q \rangle^J_{K'} \text{ if } K \cap K' = \emptyset$$

This equation expresses the fact that whenever we have a choice between two terms enabling different bundles, i.e. a pure non-deterministic choice, the probabilistic parameter of the choice is not important. Thanks to this property, supposed $K \cap K' = \emptyset$, we can just use the notation $\langle P \rangle^J_K + ND \langle Q \rangle^J_{K'}$, to stand for any term $\langle P \rangle^J_K + p \langle Q \rangle^J_{K'}$ obtained for a particular choice of $p$.\footnote{We assume $\sum_{i \in I} [p_i] \langle P_i \rangle^J_{\{\kappa\}} \equiv 0$ whenever $I = \emptyset$.}

By taking $R \equiv \langle R' \rangle^J_{K''}$, such that $K'' \cap K = \emptyset$ and $K'' \cap K' = \emptyset$, in $A_5$ and by taking into account the previous equation we obtain:

$$\langle P \rangle^J_K + ND \langle Q \rangle^J_{K'} + ND \langle R \rangle^J_{K''} = \langle P \rangle^J_K + ND (\langle Q \rangle^J_{K'} + ND \langle R \rangle^J_{K''})$$

if $K, K', K''$ are pairwise disjoint

This equation expresses associativity for pure non-deterministic choices, i.e. choices among terms enabling disjoint sets of bundles.

Thanks to the properties of commutativity and associativity of pure non-deterministic choices we can just use the notation

$$\sum_{i \in \{1, \ldots, n\}} [ND] \langle P_i \rangle^J_{K_i}$$

\footnote{This notation is employed just to improve the readability of axioms: whenever $P + ND Q$ occurs in some equation, it could just be replaced by any choice of a particular parameter $p$.}
as a shorthand notation for a non-deterministic choice among \( (P_1)_{K_1}^{j_1} \ldots (P_n)_{K_n}^{j_n} \), where \( K_i \) with \( i \in \{1, \ldots, n\} \) are pairwise disjoint.

Besides the two properties above that the axiom \( A_5 \) expresses, this axiom is important in that it allows us to turn any sequential term (a term made up of \( \emptyset \), prefix and choice) into sum normal form.

**Definition 10.7** \( P \in \mathcal{G}_{ext} \) is in sum normal form (snf) if and only if

\[
P \equiv \sum_{i \in I} [p_i] a_i.P_i + ND \sum_{a \in AType} [ND] \sum_{i \in I_a} [p_i] a_.P_i
\]

where every \( P_i \) is itself in snf.\(^7\) We assume the sets of indexes \( I \) and \( I^a \) for each \( a \in AType \) to be pairwise disjoint, i.e. \( \forall a \in AType, I_a \cap I = \emptyset \) and \( \forall a, b \in AType, a \neq b, I_a \cap I_b = \emptyset \).

The axioms \( R_1 - R_7 \) characterize the behavior of the relabeling operator and allow us to turn a term \( P[a \rightarrow b]^p \), where \( P \) is in snf, into snf. More precisely, we resort to the axioms \( R_5 - R_7 \) for distributing the relabeling operator among the alternative behaviors of \( P \), and then we use axioms \( R_1 - R_4 \) for applying the relabeling operator to each \( \emptyset \) or prefix term. In particular, axiom \( R_6 \) specifies how the nondeterministic choice among reactive actions \( a_* \) and \( b_* \) in \( P \) becomes a probabilistic choice (with parameter \( p \)) among reactive actions \( b_* \) in \( P[a \rightarrow b]^p \). Note that, thanks to the fact that relabeling employs the same choice mechanism between reactive actions \( a_* \) and \( b_* \) as that of alternative composition, it is possible to express relabeling with parameter \( p \) in terms of choice with parameter \( p \).

The axiom \( P \) characterizes the parallel composition operator in terms of the left merge \( [P]_S^p \) and the synchronization merge \( [P]_S^p \) operators (see e.g. [13]) and allows us to turn a term \( P [P]_S^p Q \), where \( P \) and \( Q \) are in snf, into snf. In particular, we resort to the left merge in order to express the local reactive and generative moves of the lefthand process, including the generative moves which synchronize with a reactive response of the righthand process (note that such moves are those depending on the parameter \( p \) of the parallel composition, see axioms \( LM_1 - LM_9 \)), and we resort to the synchronization merge in order to express the synchronizing reactive moves (see axioms \( SM_1 - SM_3 \)). Note that, thanks to fact that the parallel composition operator employs the same choice mechanism between the generative and reactive actions locally executed by \( P \) and \( Q \) as for the alternative composition, it is possible to express parallel composition with parameter \( p \) in terms of choice with parameter \( p \). As far as generative actions are concerned, the operator \( (P)^p_K \) used in axioms \( LM_8 \) and \( LM_9 \) allows us to deal with action restriction (which in our calculus arises from parallel composition), without resorting to axioms with implications as in [13]. Finally, it is worth noting that when considering only reactive actions we obtain a smooth probabilistic extension of the classical axiomatization for the parallel composition by means of the left and synchronization merge.

**Lemma 10.3** For any \( P \in \mathcal{G}_{fin} \) there exists \( P' \in \mathcal{G}_{fin} \) in snf such that \( A \vdash P = P' \).

\(^7\) The use of \( \sum \) and \( ND \) is correct since we have \( a_.P_i = (a_.P_i)^0_{a_*} \) (axiom \( A_4 \)) and \( a_.P_i = (a_.P_i)^0_{a} \) (axiom \( A_5 \)).
Proof The proof proceeds by structural induction over terms $P \in \mathcal{G}_{fin}$. The base step of the induction is just when $P$ is a prefix operator or $\emptyset$, hence it is already in snf.

For the inductive step we have the following cases:

- Supposed that terms $P_1$ and $P_2$ are in snf we show that $P \equiv P_1 \parallel P_2$ can be turned into snf by using axiom $A_0$.

Since $P_1$ is in snf we can, by using axioms $B \mathcal{K}_1 - B \mathcal{K}_3$, write it as: $\langle (P_1')_K \rangle^J + ND \langle (P_1')_K \rangle^J \kappa$ with $\kappa \notin K$. From $P = \langle (P_1')_K \rangle^J + ND \langle (P_1')_K \rangle^J \kappa$ we derive, by using $A_5$: $P = (\langle P_1' \rangle_2)_K + \parallel (\langle P_1' \rangle_1)_K + \parallel P_2$.

Now, supposed that $P_2$ enables the bundle $\kappa$ (the opposite case is trivial), since $P_2$ is in snf we can, by using axioms $B \mathcal{K}_1 - B \mathcal{K}_3$, write it as: $\langle (P_2')_K \rangle^J + ND \langle (P_2')_K \rangle^J \kappa$ with $\kappa \notin K'$.

Therefore we have: $P = (\langle P_1' \rangle_2)_K + \parallel (\langle P_1' \rangle_1)_K + \parallel P_2$.

By applying the axiom $A_3$ we have: $P = \langle (P_1')_K \rangle^J + \parallel (\langle P_1' \rangle_1)_K + \parallel (\langle P_1' \rangle_2)_K + \parallel P_2$.

By applying two times the axiom $A_5$ we have: $P = (\langle (P_1')_1 \rangle^J + ND \langle (P_1')_1 \rangle^J \kappa) + \parallel (\langle P_1' \rangle_2)_K + \parallel P_2$.

By applying the axiom $A_6$ we have: $P = (\langle (P_1')_1 \rangle^J + ND \langle (P_1')_1 \rangle^J \kappa) + \parallel (\langle P_1' \rangle_2)_K + \parallel P_2$.

In this expression we have isolated the bundle $\kappa$ from the other bundles. Now the same procedure is applied to $(\langle P_1' \rangle_2)_K + \parallel (\langle P_1' \rangle_2)_K$ which no longer includes the bundle $\kappa$. When all the bundles have been isolated in this way we have obtained an expression in snf for term $P$.

- Supposed that term $P_1$ is in snf it is easy to see that $P \equiv P_1[a \rightarrow b]^p$ can be turned into snf by using axioms $R_1 - R_7$. We first employ the axioms $R_5 - R_7$ in order to properly apply the relabeling operator to each alternative behavior of $P$. We apply the relabeling operator to each component of $P$ representing a single bundle by using axiom $R_5$. It is worth noting that axiom $R_5$ cannot be used to distribute the relabeling operator among the two reactive bundles $a$ and $b$. In order to do this, we apply axiom $R_6$, as it recomputes the probability distribution of the reactive bundles $a$ and $b$ (by using the parameter $p$) according to the fact that the reactive actions $a_\kappa$ will be turned into the reactive actions $b_\kappa$. Finally, for each component representing a single bundle, we use axiom $R_7$ in order to distribute the relabeling operator among the possible behaviors of the bundle. Then we apply the relabeling operator to each $\emptyset$ or prefix term by means of axioms $R_1 - R_4$.

- Supposed that terms $P_1$ and $P_2$ are in snf it is easy to see that $P \equiv P_1 \parallel P_2$ can be turned into snf by using axioms $P, LM_1 - LM_9$ and $SM_1 - SM_5$.

In particular, we resort to the synchronization merge in order to manage the actions of the synchronizing reactive bundles belonging to the set $S$, and the left merge for the local reactive and generative actions, including the generative actions which synchronize with a reactive action. In the case of the synchronization merge, by applying the axioms $SM_1$ and $SM_5$ we obtain a term in sum form on which we can apply the axioms $SM_2, SM_3$ and $SM_4$. Note that the axiom $SM_1$ is the exact counterpart
of the axiom \( A_3 \), and all the axioms we use are exactly as in the classical axiomatization except for the presence of the parameter \( p \) in the parallel operator. In the case of the left merge, by applying the axioms \( \mathcal{L}M_8 \) and \( \mathcal{L}M_9 \) we obtain a term in sum form on which we can apply the axioms \( \mathcal{L}M_1 - \mathcal{L}M_7 \). In particular, the axiom \( \mathcal{L}M_8 \) allows us to eliminate the transitions representing the subset of the generative bundle which is blocked because of the synchronization constraint expressed by the set \( S \) of the parallel operator. After this, we can apply the axiom \( \mathcal{L}M_9 \) in order to distribute the left merge operator among the components in sum form of the left side of the parallel composition. Axioms \( \mathcal{L}M_1 - \mathcal{L}M_4 \) allows us to eliminate the blocked components according to the synchronization set \( S \) of the parallel operator, and the axioms \( \mathcal{L}M_5 \) and \( \mathcal{L}M_7 \) determine all the synchronizing generative moves and the local moves of the lefthand process, respectively. Finally, axiom \( \mathcal{L}M_6 \) allows us to distribute the left merge operator among the components of the righthand process, in order to apply the axioms \( \mathcal{L}M_4 \) and \( \mathcal{L}M_5 \).

Example 10.5 Let us consider the term

\[
(((a_0 + q a_0) + r a_0) + ND (b_0 + s b_0)) + ND a_0[a \rightarrow b]^p
\]

which is the relabeling of a process in snf.

We first apply axiom \( \mathcal{R}5 \) that allows us to isolate the components representing the reactive bundles \( a \) and \( b \), thus obtaining:

\[
(((a_0 + q a_0) + r a_0) + ND (b_0 + s b_0))[a \rightarrow b]^p + ND a_0[a \rightarrow b]^p
\]

Then, we distribute the relabeling operator between these two components by applying axiom \( \mathcal{R}6 \), hence obtaining:

\[
(((a_0 + q a_0) + r a_0)[a \rightarrow b]^p + p (b_0 + s b_0)[a \rightarrow b]^p) + ND a_0[a \rightarrow b]^p
\]

In this way the relabeling of the two reactive bundles of type \( a \) and \( b \) is expressed in terms of a probabilistic choice among two terms executing reactive actions of type \( b \). Then, by repeatedly applying axiom \( \mathcal{R}7 \) we have:

\[
(((a_0)[a \rightarrow b]^p + q a_0[a \rightarrow b]^p) + r a_0[a \rightarrow b]^p) + p (b_0 + s b_0)[a \rightarrow b]^p) + ND a_0[a \rightarrow b]^p
\]

Finally, by applying axioms \( \mathcal{R}1 - \mathcal{R}4 \), we change the actions of type \( a \) into actions of type \( b \) as follows:

\[
(((b_0 + q b_0) + r b_0) + p (b_0 + s b_0)) + ND b_0
\]

Such a term correctly represents the behavior of the relabeled term, where the choice among the actions \( b_0 \) obtained by relabeling actions \( a_0 \) and the preexisting actions \( b_0 \) is guided by parameter \( p \).
Theorem 10.6 The axiom system $A$ is complete for $\sim_{PB}$ over processes of $G_{fin}$.

**Proof** The result is a trivial consequence of lemma 10.3. It is just sufficient to show that if two terms in snf are equivalent then they can be proved to be equal. Similarly as done in [19] this is proved in a rather standard way by inducing on the structure of the two terms in snf, in such a way that equivalent subterms are turned into equal subterms. In this procedure an important role is played by the idempotency axiom $A_2$.

### 10.5 Processes with Exact Advancing Speeds

In this section we show that, when evaluating steady state based performance measures, we are able to deal with processes proceeding with different advancing speeds which are not probabilistic. In particular, while during an initial transient evolution considering the action frequency of processes as being exact instead of probabilistic may lead to different results when evaluating performance, we will show that in the case of non-blocking processes this does not happen when the system reaches a limiting steady behavior.

#### 10.5.1 Exact Time Unit Scaling via Action Splitting

Let us assume that process $P$ is a fully specified system such that the underlying DTMC $P = [p_{i,j}]_{i,j \in S}$, where $S = \{1, \ldots, d\}$, possesses a (time averaged) steady state probability distribution (see Chapter 2). Let us suppose that we aim at executing $P$ in parallel with another process which proceeds with a different action frequency. As already explained in Sect. 10.1.3, this could be done through a standard approach based on a synchronous parallel composition by adequately scaling the time unit on which the specification of the process is based, i.e. by splitting each action of $P$ in a certain number $n$ of subactions. Let us consider the effect of such an action split on the DTMC $P$ underlying the process specification. Considered a state $i$ of the DTMC $P$, the split is applied to all the transitions outgoing from $i$. It is easy to see that, since in a DTMC each action takes one time unit to be executed, scaling the time unit by a factor $1/n$ corresponds to expand $i$ in $n$ states representing the passage of time while the system sojourns in $i$. More precisely, for each state $i$ we add $n - 1$ states $i^1, \ldots, i^{n-1}$ and we modify state transitions as follows. The outgoing transitions of $i^{n-1}$ are all the transitions previously leaving $i$, the incoming transitions of $i$ are preserved, and, defined $i^0 = i$, for each $k \in \{1, \ldots, n - 1\}$ we have a transition going from $i^{k-1}$ to $i^k$ with probability 1.

For the sake of simplicity, let us consider the case $n = 2$, i.e. we split each action into two subactions. The new DTMC $P' = [p'_{i,j}]_{i,j \in S'}$ where $S' = \{1, \ldots, 2 \cdot d\}$ can be represented as follows. Let us suppose that
each state $i^1$ added when expanding a state $i$ of $P'$ is numbered in $P'$ by $d + i$, hence in $P'$ the first $d$ states are those of $P$ and the states from $d + 1$ to $2 \cdot d$ are those added in the expansion procedure. According to such a procedure $P'$ turns out to be as shown below:

$$
\begin{pmatrix}
1 & \cdots & d & d+1 & \cdots & 2 \cdot d \\
0 & I_d & & & & \\
P & 0 & & & & \\
\end{pmatrix}
$$

where $I_d$ is the identity matrix of size $d$.

Now, let us evaluate the (time averaged) steady state behavior of the DTMC $P'$. Called $\pi = [\pi_i]_{i \in S}$ the steady state probability vector of $P$, it turns out that in $P'$ the stationary probability of a state $i \in S$ is equally partitioned between the states $i$ and $d + i$ obtained by expanding $i$. Formally, the steady state probability vector $\pi' = [\pi'_i]_{i \in S'}$ of $P'$ is given by:

$$
\pi'_i = \begin{cases} 
\pi_i/2 & \text{if } 1 \leq i \leq d \\
\pi_{i-d}/2 & \text{if } d + 1 \leq i \leq 2 \cdot d 
\end{cases}
$$

or more intuitively by:

$$
\pi' = \begin{bmatrix} \pi/2 & \pi/2 \end{bmatrix}
$$

It is immediate to verify that the multiplication of such vector $\pi'$ by the matrix $P'$ yields the vector $\pi'$ again.

In general for an arbitrary time unit scaling factor $1/n$ we represent the DTMC $P' = [p'_{i,j}]_{i,j \in S'}$ where $S' = \{1, \ldots, n \cdot d\}$ as follows. Each state $i^k$ added when expanding a state $i$ of $P'$ is numbered in $P'$ by $k \cdot d + i$, hence in $P'$ the first $d$ states are those of $P$, the states from $d + 1$ to $2 \cdot d$ represent the second step of the expansion of the states of $P$ and so on. Therefore in general $P'$ is given by:

$$
\begin{pmatrix}
1 & \cdots & d & d+1 & \cdots & n \cdot d \\
0 & I_{(n-1) \cdot d} & & & & \\
P & 0 & & & & \\
\end{pmatrix}
$$
In $P'$ the stationary probability of a state $i \in S$ is equally partitioned between the states $i, d + i, 2 \cdot d + i, \ldots, (n - 1) \cdot d + i$ obtained by expanding $i$. This because it is immediate to verify that the steady state probability vector $\pi' = [\pi'_i]_{i \in S'}$ of $P'$ turns out to be:

$$\pi' = \left[ \frac{\pi'_i}{n} \mid \ldots \mid \frac{\pi'_i}{n} \right]_{\text{n times}}$$

Now, given an arbitrary performance measure $m$ that we want to evaluate for the process $P$, $m$ can be expressed by considering a reward structure $B = [b_{i,j}]_{i,j \in S}$ corresponding to $m$ (see Sect. 2). If $B' = [b'_i,j]_{i,j \in S}$ is the reward structure obtained from $B$ by scaling the time unit by a factor $1/n$, then $B'$ associates rewards to transitions between expanded states of $S$, i.e. $b'_i,j$ is the reward associated to the transition from the expanded state $i$ to the expanded state $j$. More precisely the reward $b'_i,j$ is associated to the transition representing the execution of the final step of the transition from $i$ to $j$, i.e. to the transition from state $i^{(n-1)} = (n - 1) \cdot d + i$ to state $j$, while, for each $k \in 1, \ldots, n - 1$ the transitions going from states $i^{k-1}$ to states $i^k$ are endowed with reward zero. Therefore we actually consider the reward structure $B'' = [b''_{i,j}]_{i,j \in S'}$ depicted below:

$$
\begin{bmatrix}
1 & \ldots & d & d+1 & \ldots & n \cdot d \\
0 & \ldots & 0 & 1 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \ldots & 0 & (n - 1) \cdot d \\
\vdots & \ddots & \vdots & \vdots \\
& & & & & (n - 1) \cdot d + 1 \\
& & & & & n \cdot d \\
\end{bmatrix}
$$

The performance measure $m$ is then given by:

$$m = \sum_{i \in S'} \sum_{j \in S} \pi'_i \cdot b''_{i,j} \cdot p_{i,j}$$

Since $b''_{i,j}$ is not null only if $i \in \{(n - 1) \cdot d + 1, \ldots, n \cdot d\}$ and $j \in S$; and for all $i \in \{(n - 1) \cdot d + 1, \ldots, n \cdot d\}$ and $j \in S$ we have that $b''_{i,j} = b'_{i-(n-1) \cdot d,j}, p'_i,j = p_{i-(n-1) \cdot d,j}$ and $\pi'_i = \pi_{i-(n-1) \cdot d}/n$, it turns out:

$$m = \frac{1}{n} \cdot \sum_{i \in S} \sum_{j \in S} \pi_i \cdot b'_{i,j} \cdot p_{i,j} \quad (*)$$

**Example 10.6** Let us consider a communication system composed of a processing unit that receives messages from an incoming channel and after some internal computation it sends out them to an outgoing channel. Suppose that $P$ is a specification of such a system where the time unit is considered to be a second, i.e. an action takes one second to be executed, and $P = [p_{i,j}]_{i,j \in S}$ is the underlying DTMC.
Suppose that we want to evaluate the throughput of the system in terms of the number of messages sent out per time unit. In order to do this we consider a reward structure $B_t = [b_{i,j}]_{i,j \in S}$ determined as follows. We associate a reward equal to 1 to each action representing the sending of a message and a reward equal to 0 to each other action of the system specification. As explained in Sect. 2, called $\pi = [\pi_i]_{i \in S}$ the vector of the steady state probabilities of $P$, the value $m_t$ of the throughput of the system is given by $\sum_{i \in S} \sum_{j \in S} \pi_i \cdot b_{i,j} \cdot p_{i,j}$. Now, let us suppose that we want to express the behavior of the system with respect to a different time unit, e.g. tenth of seconds instead of seconds. We may need to do this because we want to execute it in parallel with another process whose specification is made in tenth of seconds. As already explained, scaling the time unit by a factor $1/10$ can be made by splitting each action $a$ of $P$ in 10 subactions (9 idle actions followed by action $a$), thus obtaining a scaled DTMC $P'$. The reward structure $B'_t$ that we consider for the time scaled system is unchanged with respect to the reward structure $B_t$ considered for the original system (we associate reward 0 to idle actions). This because the reward gained by actions is not related with their duration but it is just used to count the occurrences of the actions, i.e. rewards 0 and 1 associated to actions are not durations expressed in seconds, but just numbers. By calculating the throughput of the time scaled system with the formula ($*$) we obtain the value $m_t/10$, i.e. one tenth of the throughput of the original system. This is an expected result because the throughput is a frequency which is expressed in number of actions executed per time unit and we changed the time unit from seconds to tenth of seconds.

Now let us suppose that we want to evaluate the utilization of the processing unit in terms of the percentage of time occupied by the system in performing internal computations for message processing. We consider a reward structure $B_u = [b_{i,j}]_{i,j \in S}$ determined by associating a reward 1 to each action representing an internal computation of the processing unit and a reward equal to 0 to each other action of the system specification. Let us call $m_u$ the value of the utilization of the processing unit derived from $B_u$. Now, similarly as in the previous case, let us suppose that we want to scale the time unit by a factor $1/10$. Considered the DTMC $P'$ obtained by expanding the states of $P$, we have to evaluate the reward structure $B'_u$ for the time scaled system. Differently from the case of the message throughput, in the definition of $B_u$ the reward gained by an action is related to the duration of the activity it represents, i.e. rewards 0 and 1 are durations expressed in seconds. Hence, when we consider as the time unit tenth of seconds instead of seconds each reward must be multiplied by 10: it is like as all the subactions obtained by splitting an action with reward 1 of the original system would contribute to the evaluation of the utilization of the processing unit by all inheriting reward 1. Therefore we have $B'_u = B_u \cdot 10$. By calculating the utilization of the time scaled system with the formula ($*$) we obtain the value $m_u/10$, i.e. the same utilization of the original system. This is an expected result because the percentage of utilization of the processing unit does not change if we scale the time unit for each activity of the system.
10.5.2 Exact Time Unit Scaling via Probabilistic Advancing Speed

Now we will show that the above analysis of steady state based performance measures gives the same results when the time scaling of $P$ is probabilistic instead of being exact. By employing our probabilistic parallel composition operator we can approximate the scaling of a factor $1/n$ of the time unit used in a specification $P$ by executing $P$ with a probabilistic action frequency $1/n$. This is obtained by considering, e.g., the term $P \parallel_p \emptyset \text{Idle}$, where $\text{Idle} \triangleq \text{idle.Idle}$ is a process which repeatedly executes the action $\text{idle}$ and $p = 1/n$.

Let us see what is the effect of executing process $P$ with a probabilistic action frequency $p$ on the DTMC $P$ underlying the process specification. The set of states is unchanged, in particular the states of the GRTS underlying $P \parallel_p \emptyset \text{Idle}$ are of the form $P' \parallel_p \emptyset \text{Idle}$, where $P'$ is a state of the semantics of $P$. The transitions leaving a state $i$ of the DTMC $P$ change as follows. A new transition corresponding to the execution of the action $\text{idle}$ is added, which is executed with probability $1 - p$ and goes to $i$ itself (a self-loop). The probability of every old transition leaving $i$ is multiplied by $p$. Therefore the new DTMC $P' = [p'_{i,j}]_{i,j \in S}$ turns out to be as follows:

$$p'_{i,j} = \begin{cases} 
p_{i,j} \cdot p + (1 - p) & \text{if } i = j \\
p_{i,j} \cdot p & \text{if } i \neq j
\end{cases}$$

or equivalently:

$$P' = P \cdot p + I_d \cdot (1 - p)$$

where $I_d$ is the identity matrix of size $d$.

Now, let us evaluate the (time averaged) steady state behavior of the DTMC $P'$. It turns out that the stationary probability vector $\pi$ of $P$ represents the state probabilities at a steady behavior also for the new matrix $P'$. This can be easily seen as follows:

$$\pi \cdot P' = (\pi \cdot P) \cdot p + (\pi \cdot I) \cdot (1 - p) = \pi \cdot p + \pi \cdot (1 - p) = \pi$$

Now, suppose that we scale the time unit of process $P$ with our probabilistic parallel operator and we want to evaluate the performance measure $m$ expressed by the reward structure $B' = [b'_{i,j}]_{i,j \in S}$ obtained from $B = [b_{i,j}]_{i,j \in S}$ by scaling the time unit of a factor $1/n$. In the DTMC $P'$ obtained from $P \parallel_p \emptyset \text{Idle}$ the reward $b'_{i,j}$ is associated to the transitions representing moves of $P$ that go from state $i$ to state $j$, while we associate reward zero to the transitions derived from the moves $\text{idle}$ of $\text{Idle}$. Since in $P'$ the value $p'_{i,j}$ represents the total probability of going from state $i$ to state $j$, in the case $i = j$ it accounts also for transitions going from $i$ to itself due to the execution of the $\text{idle}$ action. Therefore, according to the formula presented in Sect. 2, the total reward that we must associate with such an event is given by $b'_{i,i}$ multiplied by the probability that the passage from state $i$ to itself is due to a self-loop representing a move of $P$ (and
not to an idle action). Such a probability is given by $p_{i,i} \cdot p$, i.e. the probability associated to the execution of a self-loop representing a move of $P$, divided by the total probability $p'_{i,i}$. Therefore for the DTMC $P'$ we consider the reward structure $B'' = \{b''_{i,j}\}_{i,j \in S'}$ defined as follows:

$$b''_{i,j} = \begin{cases} 
b'_{i,j} \cdot \frac{p_{i,j} \cdot p}{p'_{i,j}} & \text{if } i = j \\
b'_{i,j} & \text{if } i \neq j \end{cases}$$

The performance measure $m$ is then given by:

$$m = \sum_{i \in S} \sum_{j \in S} \pi_i \cdot b''_{i,j} \cdot p'_{i,j}$$

Since it holds that $b''_{i,j} \cdot p'_{i,j} = b'_{i,j} \cdot p_{i,j} \cdot p$ both for $i = j$ and for $i \neq j$, it turns out:

$$m = \sum_{i \in S} \sum_{j \in S} \pi_i \cdot b'_{i,j} \cdot p_{i,j} = p \cdot \sum_{i \in S} \sum_{j \in S} \pi_i \cdot b'_{i,j} \cdot p_{i,j} \quad (***)$$

which, recalling that we assumed $p = 1/n$, is the same formula that we obtained with the standard synchronous approach.

**Example 10.7** Let us consider the communication system $P$ of the previous example 10.6. We recall that in $P$ the time unit is considered to be a second and $P = \{p_{i,j}\}_{i,j \in S}$ is the DTMC underlying $P$. Now we show how to evaluate the two performance measures of example 10.6 by employing our approach based on probabilistic parallel composition. We scale the time unit of $P$ to tenth of seconds by executing $P$ with a probabilistic action frequency $1/10$. In particular we consider the term $P \parallel \frac{1}{10} \emptyset$ Idle and the DTMC $P'$ obtained from such a term. Let us consider the throughput of the system as defined by the reward structure $B'_t$ of example 10.6. As explained in example 10.6, since $B'_t$ is not based on action durations, the reward structure $B''_t$ that we must apply to the time scaled system is the same as $B'_t$. If we instead consider the utilization of the processing unit as defined by the reward structure $B'_u$ of example 10.6 we must proceed as follows. As explained in example 10.6, since rewards are related to durations of actions, the reward structure $B''_u$ that we must apply to the time scaled system is $B''_u = B'_u \cdot 10$. Both in the case of the system throughput and in the case of the processing unit utilization, by using the same reward structures for the time scaled system $B'_t = B_t$ and $B''_u = B'_u \cdot 10$ as those considered in Example 10.6, since we showed that formula $(***)$ coincides with formula $(*)$, we obtain the same performance measures as with the approach based on action splitting.

Finally it is worth noting that, with respect to the approach of Sect 10.5.1 based on action splitting, scaling the time unit via our probabilistic parallel operator gives the new possibility of using scaling factors $p$ which are not of the form $p = 1/n$ with $n$ natural number. In general $P \parallel \frac{1}{u} \emptyset$ Idle, when considered at the steady state, scales the time unit $uP$ used in the specification of $P$ of a factor $p$, i.e. $u = uP \cdot p$ is the time unit representing action duration in the behavior of $P \parallel \frac{1}{u} \emptyset$ Idle. This because $P \parallel \frac{1}{u} \emptyset$ Idle executes a mean of $p$ actions of $P$ per time unit $u$, hence the mean action frequency $f_P$ of $P$ is given by $f_P = p/u$. Since an
action of $P$ takes a mean of $u_P = 1/f_P$ time to be executed we have $u = u_P \cdot p$. It is easy to see that also in the general case the performance measures obtained from $P \parallel^p \text{Idle}$ at the steady state are the same obtained with an exact time unit scaling of factor $p$. In the case of performance measures representing a frequency (as e.g. the throughput of the system considered in examples 10.6 and 10.7), since the reward structure $B'$ considered for the scaled system is the same as that ($B$) of the original system, the formula (**) yields $m \cdot p$, where $m$ is the value of the measure in the original system. The value $m \cdot p$ is correct for the scaled system because when we take time units into account, we have $m/u_P = (m \cdot p)/u$. In the case of performance measures representing percentage of time (as e.g. the utilization of the processing unit in examples 10.6 and 10.7), since the reward structure $B'$ considered for the scaled system is determined from that ($B$) of the original system by letting $B' = B/p$, according to formula (**) the value of the measure in the scaled system is the same as in the original system. This is correct because a percentage value does not refer to the time unit considered.

Summing up, we have the following theorem.

**Theorem 10.7** Let $P \in \mathcal{G}$ be a fully specified system such that the underlying DTMC possesses a time averaged steady state probability distribution. The steady state based performance measures of $P \parallel^p \text{Idle}$ expressible by attaching rewards to the generative actions of $P$ are exactly as those derived by executing the generative actions of $P$ with an exact frequency $p$. 8

### 10.5.3 Exact Time Unit Scaling of System Components

Now we extend the result above by showing that even in the case of non-blocking processes which are part of a larger system (hence not performance closed processes), our probabilistic parallel operator determines, when the system is considered at steady state, an exact scaling of the time unit on which the specification of the processes in isolation are based. As a consequence we can express the parallel composition of processes specified with respect to different time units (hence proceeding at different exact action frequencies) through a common time unit by considering a different scaling factor for the time unit of each process. In Sect. 10.3.2 we showed that given two probabilistic action frequencies $f_P$ and $f_Q$ there exists a time unit $u$ and a probability $p$ such that in $P \parallel^p Q$ the processes $P$ and $Q$ advance with mean action frequencies $f_P$ and $f_Q$ respectively. What we show now is that, if we suppose that both processes $P$ and $Q$ never block during the execution of $P \parallel^p Q$ (in all the states of $P \parallel^p Q$ at least one generative action of $P$ and one generative action of $Q$ are executable), at the steady state the representation of system behavior given by $P \parallel^p Q$ is correct even when the action frequencies $f_P$ and $f_Q$ are considered as being exact instead of probabilistic, i.e. when each action of $P$ ($Q$) is assumed to take exactly $u_P = 1/f_P$ ($u_Q = 1/f_Q$) time to be executed. In other words, if we assume that the specifications of processes $P$ and $Q$ in isolation are based on two different time units $u_P$ and $u_Q$ representing action duration, then $P \parallel^p Q$ just expresses, by performing an exact scaling

---

8In this theorem and in the following Theorem 10.8 we consider performance measures of periodic DTMCs to be evaluated from their time averaged steady state probabilities (see Chapter 2).
of the time units $u_P$ and $u_Q$ to the new common time unit $u$, the concurrent execution of the two processes without affecting their behavior (apart from the consequences of action synchronization). In particular, as explained in Sect 10.5.2, $u_P$ turns out to be scaled of a factor $p$ ($u = u_P \cdot p$) and similarly $u_Q$ turns out to be scaled of a factor $1 - p$.

In the following we show how the result of Theorem 10.7 can be smoothly extended to non-blocking system components.

In Sect 10.5.2 we showed that, supposed $P$ a fully specified system such that the underlying DTMC possesses a (time averaged) steady state distribution, the term $P \parallel^p \text{Idle}$, where $\text{Idle} \equiv \text{idle.Idle}$, at the steady state correctly represents the system behavior even when we execute exactly $p$ actions of $P$ per time unit $u$.

We generalize this result by first considering the case in which a process $P$ with all the properties above is in parallel with an arbitrary process $Q$ with the same properties (instead of the particular process $\text{Idle}$) but we have no synchronization between $P$ and $Q$. It is trivial to see that, since $P \parallel^p \text{Idle}$ at steady state may be interpreted as executing exactly $p$ actions of $P$ per time unit $u$, then the same holds also for $P \parallel^p Q$. This because, since both processes $P$ and $Q$ enable at least one generative action in each system state (otherwise they could not be fully specified processes), given a state $P'$ of process $P$, each system state $P' \parallel^p Q'$ (for any state $Q'$ of $Q$) executes with probability $p$ a transition of $P'$ and with probability $1 - p$ a transition of $Q'$. Therefore the particular behavior of process $Q$ in the states $Q'$ reached through state changes while process $P$ sojourns in state $P'$ does not affect the behavior of $P$. Hence as far as the behavior of $P$ is concerned considering the process $\text{Idle} \equiv \text{idle.Idle}$ which has a single state is just like considering any arbitrary process $Q$ with the properties above. More formally it is easy to see that in $P \parallel^p Q$ when we replace $Q$ by the $\text{Idle}$ process the sum of the steady state probabilities of being in states $P' \parallel^p Q'$ for any state $Q'$ of $Q$ becomes the steady state probability of being in the state $P' \parallel^p \text{Idle}$. Since in each state $P' \parallel^p Q'$ the process $P$ behaves in the same way (as in $P' \parallel^p \text{Idle}$), at the steady state the behavior of process $P$ in $P \parallel^p Q$ is the same as in $P \parallel^p \text{Idle}$. Note that by a symmetric argument we have also that $P \parallel^p Q$ at steady state executes exactly $1 - p$ actions of $Q$ per time unit $u$.

Now we consider a more general case in which the process $P$ may also synchronize with process $Q$. More precisely we consider a system $P \parallel^p Q$ such that both $P$ and $Q$ (which are no longer required to be fully specified processes) never get blocked during execution, i.e. in all the states of $P \parallel^p Q$ at least one generative action of $P$ and one generative action of $Q$ are executable. Since, whenever a process is a non interacting system component executed with mean action frequency $p$, at steady state it may be interpreted as executing exactly $p$ generative actions per time unit $u$, it is easy to see that the same holds when the interacting process $P$ is executed by $P \parallel^p Q$. This because, with respect to the execution of $P$ with no interactions, the synchronization requirement with the reactive actions of process $Q$ may change the set of generative actions of $P$ executable in a system state, but, since $P$ and $Q$ never get blocked, not the frequency $p$ at which generative actions of $P$ are executed. More precisely, since in every system state both processes
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$P$ and $Q$ may execute at least one generative action, the probability for $P$ to be the process performing the next generative action is always $p$. Therefore independently on which are the generative actions of $P$ actually enabled in system states, we have that the frequency of firings of $P$ generative transitions is still exactly $p$ per time unit $u$. By a symmetric argument we have also that the frequency of firings of $Q$ generative transitions is exactly $1 - p$ per time unit $u$.

Summing up, we have the following theorem.

**Theorem 10.8** Supposed that both $P \in \mathcal{G}$ and $Q \in \mathcal{G}$ never block during the execution of $P \parallel_p S Q$ (in all the states of $P \parallel_p S Q$ at least one generative action of $P$ and one generative action of $Q$ are executable), the steady state based performance measures of $P \parallel_p S Q$ expressible by attaching rewards to the generative actions of $P$ and $Q$ are exactly as those derived by executing the generative actions of $P$ and $Q$ with an exact frequency $p$ and $1 - p$, respectively.

### 10.6 A Case Study: Multi-Path Routing

In this section we present a case study showing how our approach provides a modular, compositional, and intuitive method for specifying concurrent systems in a scalable way. In particular, we consider a multi-path routing mechanism of the OSI network layer [148], and we model and analyze an internetworking node, whose arriving packets have several possible destinations with several possible ways to reach a destination. In the following, we refer to the node as the Interface Message Processor (IMP).

Before presenting the model, let us briefly recall some assumptions used in routing protocols. The routing algorithm decides, at the network layer, on which output link an arriving packet should be sent, depending on the destination of that packet. We abstract from the particular algorithm used to determine an optimal routing path between two nodes of a network, and we assume that the modeled IMP has a routing table including the route information with several possible choices for each destination. A weight is associated to each possible path and these weights are used as probabilities to decide where to send the present packet. Supporting multiple paths to the same destination, unlike single-path algorithms, permits traffic multiplexing over multiple lines. The advantages of multi-path are obvious: they can provide substantially better throughput and reliability.

#### 10.6.1 Algebraic Specification of the Multi-Path Router

The overall model of our IMP (term *Multipath*) is shown in Table 10.5 in the particular case of two possible destinations ($a$ and $b$) and two possible paths for each destination ($a_1, a_2$ for $a$, and $b_1, b_2$ for $b$).\(^9\)

The algebraic specification is composed of several processes which are actually concurrent and are specified with respect to different time units. In particular, system *Multipath* consists of three concurrent components:

\(^9\)In Table 10.5 we omit the parameters of the probabilistic operators if they are not meaningful for the system specification.
\[
\begin{align*}
\text{Multipath} \triangleq & \quad \text{Arrivals} \parallel \text{Router} \parallel \text{Channels} \\
S &= \{\text{receivea, receiveb}\} \\
C &= \{\text{avail}_{cha_1}, \text{avail}_{cha_2}, \text{avail}_{chb_1}, \text{avail}_{chb_2}, \\
&\quad \text{transma_1, transma_2, transmb_1, transmb_2}\} \\
\text{Arrivals} \triangleq & \quad \text{Arrivala} \parallel \text{Arrivalb} \\
\text{Channels} \triangleq & \quad (\text{Channel}[\varphi_1'] \parallel \text{Channel}[\varphi_2']) \parallel^a (\text{Channel}[\varphi_1''] \parallel \text{Channel}[\varphi_2'']) \\
\text{Router} \triangleq & \quad (\text{Queues} \parallel_{S_1 \cup I \text{ Switch}}) \parallel I \text{ Idle} \\
S_1 &= \{\text{accepta, acceptb}\} \quad I = \{\text{idle}\} \\
\text{Queues} \triangleq & \quad \text{Queue}[\varphi'] \parallel I \text{ Queue}[\varphi''] \\
\text{Switch} \triangleq & \quad (\text{Manager}[\varphi'] \parallel_{S_2'} (\text{Routing}[\varphi'][\varphi_1'] \parallel \text{Routing}[\varphi'][\varphi_2'])) \parallel \text{P}^a \\
& \quad (\text{Manager}[\varphi''] \parallel_{S_2''} (\text{Routing}[\varphi''][\varphi_1''] \parallel \text{Routing}[\varphi''][\varphi_2''])) \\
S_2' &= \{\text{senda, busga}\} \quad S_2'' = \{\text{sendb, busyb}\} \\
B' &= \{\text{busga}\} \quad B'' = \{\text{busyb}\} \\
\varphi' &= \langle (\text{receive, receivea}), (\text{accept, accepta}), (\text{send, senda}), (\text{busy, busga}) \rangle \\
\varphi'' &= \langle (\text{receive, receiveb}), (\text{accept, acceptb}), (\text{send, sendb}), (\text{busy, busyb}) \rangle \\
\varphi_i' &= \langle (\text{transm, transma}_i), (\text{avail}_{ch}, \text{avail}_{cha}_i) \rangle \ i \in \{1, 2\} \\
\varphi_i'' &= \langle (\text{transm}, \text{transmb}_i), (\text{avail}_{ch}, \text{avail}_{chb}_i) \rangle \ i \in \{1, 2\} \\
\text{Arrivala} \triangleq & \quad \text{receivea}.\text{Arrivala} + a^\text{wait}.\text{Arrivala} \\
\text{Arrivalb} \triangleq & \quad \text{receiveb}.\text{Arrivalb} + b^\text{wait}.\text{Arrivalb} \\
\text{Queue} \triangleq & \quad \text{receive}_a.\text{Queue'} + \text{idle}_a.\text{Queue} \\
\text{Queue'} \triangleq & \quad \text{receive}_a.\text{accept}_a.\text{Queue'} + \text{accept}_a.\text{Queue} \\
\text{Manager} \triangleq & \quad \text{accept}_a.\text{Manager'} + \text{idle}_a.\text{Manager} \\
\text{Manager'} \triangleq & \quad \text{send}_a.\text{Manager} + \text{busy}_a.\text{Manager'} \\
\text{Routing} \triangleq & \quad \text{send}_a.\text{Routing'} + \text{avail}_{cha_a}.\text{Routing} \\
\text{Routing'} \triangleq & \quad \text{transm}_a.\text{Routing} + \text{busy}_a.\text{Routing'} \\
\text{Idle} \triangleq & \quad \text{idle}_a.\text{Idle} \\
\text{Channel} \triangleq & \quad \text{avail}_{cha_a}.\text{Channel} + \text{transm}_a.\text{Channel}
\end{align*}
\]

Table 10.5: Multi-Path Routing Model
a term $\text{Arrivals}$ modeling the incoming traffic, a term $\text{Router}$ modeling the core of the IMP, and a term $\text{Channels}$ modeling the outgoing channels. The structure of the three components is as follows.

- The term $\text{Arrivals}$ is composed of two concurrent processes $\text{Arrival}_a$ and $\text{Arrival}_b$ which model the incoming traffic directed to destinations $a$ and $b$, respectively. The time unit representing action duration that we consider for both processes is one millisecond. The adoption of such a time unit makes it easy to represent a realistic workload for the IMP. In particular we assume that for each destination at most one packet per millisecond can arrive to the IMP, i.e. the maximum frequency of the incoming traffic is 2000 packets per second.

- The term $\text{Router}$ represents a process whose time unit is half a microsecond, meaning that it can execute 2000000 actions per second. As we will see, the $\text{Router}$ term, which is the core of the IMP, is a single processor machine managing the packets directed to the two destinations $a$ and $b$ via a probabilistic scheduler.

- Finally, the term $\text{Channels}$ is composed of four concurrent processes modeling the four possible outgoing channels $a_1$, $a_2$, $b_1$, and $b_2$. Since we take packet transmission to be represented by the execution of a corresponding action, their time units are defined on the basis of their bandwidth. The time unit for the channel $a_1$ directed to $a$ is 10 milliseconds, i.e. it can send out 100 packets per second, while the time unit for the channel $a_2$ directed to $a$ is 2.5 milliseconds, i.e. it can send out 400 packets per second. The time unit for the channel $b_1$ directed to $b$ is 5 milliseconds, i.e. it can send out 200 packets per second while the time unit for the channel $b_2$ directed to $b$ is 4 milliseconds, i.e. it can send out 250 packets per second.

Note that it is possible to compose in parallel the above processes, which are specified with respect to different time units, because, as it can be easily verified, each of them never blocks during system execution (see Sect. 10.5.3). According to what we have explained in Sect. 10.5.3, in order to express the actual concurrent execution of such processes all the time units used in their specification are scaled to a common global time unit $u$. In particular $u$ is evaluated by computing the inverse of the global action frequency of the composed system. Hence in our case study $u$ is the inverse of $1000 + 1000 + 2000000 + 100 + 400 + 200 + 250$ actions per second, i.e. $u = 1/2002950$ seconds. The global time unit $u$ adopted determines the action frequencies to be considered as parameters of the parallel operators used to describe the concurrent execution of system components in Table 10.5. In particular, parameter $p_1$ representing the advancing speed of term $\text{Arrivals}$ in $\text{Arrivals} \parallel [p_1] \text{Router} \parallel [p_2] \text{Channels}$ is given by the ratio of the action frequency of term $\text{Arrivals}$ over the global action frequency of system Multipath, i.e. if we express action frequency in seconds $p_1 = 2000/2002950 \approx 0.000999$ (see Sect 10.3.2). Similarly, parameter $p_2$ representing the advancing speed of term $\text{Router}$ in $\text{Router} \parallel [p_2] \text{Channels}$ is given by the ratio of the action frequency of term $\text{Router}$ over the global action frequency of term $\text{Router} \parallel [p_2] \text{Channels}$, i.e. $p_2 = 2000000/(2000000 + 950) \approx 0.999525$. As far as the specification of the $\text{Arrivals}$ component is concerned, the parallel composition of
the two concurrent processes \textit{Arrivala} and \textit{Arrivalb} has parameter $\frac{1}{2}$ because their action frequency is the same (1000 actions per second). As far as the specification of the \textit{Channels} component is concerned, in \((\text{Channel}[\varphi_1'] || \text{pa} \; \text{Channel}[\varphi_2']) \parallel v \; (\text{Channel}[\varphi_1''] || \text{pb} \; \text{Channel}[\varphi_2''])\) we take: \(pa\) to be $100/(100 + 400)$, i.e. $pa = 0.2$; \(pb\) to be $200/(200 + 250)$, i.e. $pb \approx 0.444444$; and \(v\) to be $500/(500 + 450)$, i.e. $v \approx 0.526316$. It is easy to see that the parameters adopted for the parallel operators give rise to the correct action frequencies. For instance process \textit{Arrivala} executes \(p_1 \cdot \frac{1}{2} \approx 0.000499\) actions per time unit \(u\), i.e. 1000 actions per second, and process \textit{Router} executes \((1 - p_1) \cdot p_2 \approx 0.998527\) actions per time unit \(u\), i.e. 2000000 actions per second.

Now let us describe in detail the behavior of each process of the system \textit{Multipath}.

The process \textit{Arrivala} (\textit{Arrivalb}) models the incoming traffic through a Bernoulli distribution with parameter \(ra\) (\(rb\)). In particular, an arriving packet is represented by the action \texttt{receivea} (\texttt{receiveb}) which synchronizes with the corresponding reactive action in the queue for packets \(a\) (\(b\)) of term \textit{Router}. In the case such a queue is full the action \texttt{receivea} (\texttt{receiveb}) is not enabled and the arriving packets are lost (the generative action \texttt{wait} is executed with probability 1).

The process \textit{Router} is the core of the IMP and is composed of a term \textit{Queues} collecting the arriving packets, a term \textit{Switch} which delivers the packets to the outgoing channels and a term \textit{Idle} modeling the phases of router inactivity. They are defined as follows.

- Term \textit{Queues} consists of two \textit{Queue} processes, one for each kind of packet, which behave reactively. In particular, they receive packets destined to \(a\) (\(b\)) through reactive actions of type \texttt{receivea} (\texttt{receiveb}) and pass them to the \textit{Switch} term through reactive actions of type \texttt{accepta} (\texttt{acceptb}). For the sake of simplicity we assume both queues to be of size 2.

- Term \textit{Switch} is a single-processor machine executing two different terms, each one managing packets with a certain destination (\(a\) or \(b\)), via a probabilistic scheduler with parameter \(p\). In this way, by varying \(p\), we can model an IMP that delivers packets with a particular destination more efficiently than packets with another destination, e.g. for commercial reasons. The term delivering packets to destination \(a\) (\(b\)) is composed of a \textit{Manager} and two \textit{Routing} terms, each one delivering packets to a particular channel \(a_1\) or \(a_2\) (\(b_1\) or \(b_2\)). Term \textit{Manager} accepts packets destined to \(a\) (\(b\)) from the dedicated queue through action \texttt{accepta} (\texttt{acceptb}) and afterwards either immediately passes them to one of the two \textit{Routing} terms through action \texttt{senda} (\texttt{sendb}), or waits until at least one channel is available for transmission by performing action \texttt{busya} (\texttt{busyb}). This behavior is realized through a generative-reactive mechanism as follows. The two \textit{Routing} terms behave reactively and each of them accepts packets through a reactive action of type \texttt{senda} (\texttt{sendb}) and transmits them through the corresponding channel via a reactive action of type \texttt{transma} (\texttt{transmb}). Whenever the generative action \texttt{senda} (\texttt{sendb}) is enabled by the \textit{Manager} term, the \textit{Routing} term accepting the packet is chosen according to the probability \(qa\) (\(qb\)) parameterizing the parallel composition of the two \textit{Routing} terms. Note that a \textit{Routing} term may be not available for accepting a packet because it is currently
transmitting through action \textit{transma} (\textit{transmb}) a packet previously received. Therefore, whenever only one \textit{Routing} process is available for accepting a packet coming from the \textit{Manager} term, the packet is transmitted through the corresponding channel with probability 1. Whenever both \textit{Routing} processes are busy the transmission of packets destined to \textit{a} (\textit{b}) is not possible and this is signalled to the \textit{Manager} term through a multiway synchronization by enabling the reactive action of type \textit{busga} (\textit{busgb}) whose execution requires the synchronization of the two \textit{Routing} processes.

- Term \textit{Idle} executes an action \textit{idle} (representing the fact that the IMP is idle) whenever term \textit{Router} has nothing else to do. More precisely, action \textit{idle} is executed through a multiway synchronization with all the other \textit{Router} components if and only if the input queues (term \textit{Queues}) are empty and the core of the IMP (term \textit{Switch}) is not waiting for delivering a packet to the channel. In particular, term \textit{Idle} prevents the term \textit{Router} from blocking, thus allowing the advancing speed of terms \textit{Arrivals}, \textit{Router}, and \textit{Channels} to be preserved and satisfying the condition needed for composing processes with different time units (see Sect. 10.5.3).

The four \textit{Channel} processes model the two outgoing channels \textit{a}1 and \textit{a}2 directed to destination \textit{a} and the two outgoing channels \textit{b}1 and \textit{b}2 directed to destination \textit{b}. Each process \textit{Channel} can either be transmitting a packet when the generative action \textit{transm} is synchronized with the corresponding reactive action of term \textit{Routing} managing that channel, or be available for transmission when the generative action \textit{avail.ch} is synchronized with the corresponding reactive action of term \textit{Routing}. For instance in the case of channel \textit{a}1 the generative actions \textit{transma}1 and \textit{avail.cha}1 must synchronize with the reactive actions \textit{transma}1* and \textit{avail.cha}1* of the \textit{Routing} term managing channel \textit{a}1, respectively. In this way the generative actions of a \textit{Channel} process are executed in mutual exclusion in the sense that in every system state one and only one of them is enabled. As a consequence term \textit{Channels} never blocks.

Thanks to our approach which allows processes specified with respect to different time units to be modeled without splitting actions (see Sect. 4), we have that the transition system underlying the algebraic specification of Table 10.5 is composed of only 576 states and 4768 transitions. This is a crucial result, because if we want to deal with the same system by resorting to a classical and intuitive approach which scales the time unit by splitting each action, we have to cope with the serious problem of a greatly increased size of the state space. For instance, since the basic time unit for the router is half a microsecond whereas the basic time unit for the input channels is a millisecond, in order to compose in parallel terms \textit{Arrivals} and \textit{Router} we have to split the actions of term \textit{Arrivals} in thousands of subactions thus causing a state space explosion.

Moreover, we point out that the generative-reactive behavior of the \textit{Switch} process represents the core of this case study. In particular, process \textit{Switch} generatively decides, according to probability \textit{p}, which of the two \textit{Manager} terms performs a send action (\textit{senda} for the manager delivering packets to destination \textit{a} or \textit{sendb} for the other one), while it reactively decides, according to probability \textit{qa} or \textit{qb} (depending on the send action performed) which of the term \textit{Routing} synchronizes with such an action. A calculus capable of
expressing generative-reactive choices is, therefore, very suitable (if not necessary) to model systems with such a behavior.

Finally it is worth noting that, thanks to the choice of putting probabilities in the operators (instead of, e.g., attaching them to actions) and to the expressive power of our generative-reactive approach, it was possible to specify the IMP in such a way that all the probabilistic mechanisms on which its behavior is based (and which are not related with the internal behavior of a process) depend on the parameters of parallel composition operators only. As a consequence scaling the system specification to a higher number of components does not make it necessary to change the internal behavior of processes. For instance in the router specification we can scale the system to a higher number of destinations or different channels for each destination by simply adding as many instances of Switch and Channel processes as we want and adjust appropriately the parameters of parallel composition operators. Here we consider the case of a router with 4 possible channels for each destination instead of 2. In Table 10.6 we show the algebraic specification

Table 10.6: Multi-Path Routing Model with 4 Possible Channels per Destination
of the terms which are modified by such a scaling. Assumed that the bandwidth of the outgoing channels $a_1$, $a_2$, $a_3$, and $a_4$ is 50, 100, 150, and 200 packets per second, respectively, whereas the bandwidth of the outgoing channels $b_1$, $b_2$, $b_3$, and $b_4$ is 60, 120, 180, and 240 packets per second, respectively, the parameters of the parallel operators of Table 10.6 turn out to be as follows: $p_1 \approx 0.000098$, $p_2 \approx 0.998452$, $v \approx 0.454545$, $pa' = pb' \approx 0.333333$, $pa'' = pb'' = 0.3$, $pa''' = pb''' \approx 0.428571$. The transition system derived from such a specification is composed of 9216 states and 120640 transitions.

10.6.2 Performance Analysis

In order to derive performance measures from the multi-path router specification, we resorted to the software tool TwoTowers [19], that has been recently extended to support our generative-reactive approach (see Sect. 12.5). Such a tool also implements the algebraic reward based method described in Sect. 10.5 to specify and derive performance measures. The results of our performance analysis are shown in Fig. 10.5-10.8. In particular, we concentrated on two main metrics.

On the one hand we evaluate the throughput of the system at steady state, represented by occurrences of actions of type $transma_1$, $transma_2$, $transmb_1$, and $transmb_2$, by attaching a reward equal to 1 to the above actions and a reward equal to 0 to each other action. Since the throughput is a frequency expressed in terms of number of actions executed per time unit and the time unit is $1/2002950$ seconds, we have to multiply the throughput resulting from the Markov chain analysis by 2002950 in order to obtain the results (expressed in seconds) shown in our tables.

On the other hand we evaluate the router idleness at steady state in terms of the percentage of time the IMP is inactive. The router is considered to be idle when no packet is currently inside the IMP, i.e. when it executes actions of type $idle$. Therefore we attach a reward equal to 1 to such actions and a reward equal to 0 to each other action. Since the time unit of the Router process (half a microsecond) is scaled by a factor $(1 - p_1) \cdot p_2 \approx 0.998527$ and the reward gained by actions is related to the duration of the corresponding activity expressed in half microseconds (see Sect. 4), due to the time unit change we must multiply each reward by $1/0.998527$ before analyzing the Markov chain.

For each conducted analysis, we assumed that the incoming traffic for each kind of destination $a$ and $b$ follows the same Bernoulli distribution of parameter $r = ra = rb$. The pictures are built by showing how the performance measure under analysis changes when we vary $r$ from 0.1 (sometimes 0.01) to 0.9. In this way we can observe the system behavior under various levels of workload ranging from 10% (or 1%) to 90%.

We start by evaluating the system throughput under different circumstances. We first consider the situation in which $p = \frac{1}{2}$, i.e. the packets destined to $a$ and $b$ are managed at the same speed by the Switch process, and parameters $qa$ and $qb$ reflect the bandwidth distribution over channels directed to destinations $a$ and $b$, respectively. In particular, since channel $a_1$ can deliver 100 packets per second and channel $a_2$ can deliver 400 packets per second, we take $qa = 100/(100 + 400) = 1/5$ (the ratio of the bandwidth of channel $a_1$ over the overall bandwidth of the channels directed to destination $a$), so that packets are probabilistically
distributed between channels $a_1$ and $a_2$ in the optimal way. Similarly, since channel $b_1$ can deliver 200 packets per second and channel $b_2$ can deliver 250 packets per second, we take $q_b = 200/(200 + 250) = 4/9$. The obtained results are reported in Fig. 10.5. As we can see in the first table of Fig. 10.5 the curve representing the total system throughput is characterized by a high slope in correspondence of a low workload and a quite flat slope when the load factor increases over the 50%. This because, for packets with a given destination, the bandwidth associated with the outgoing channels directed to that destination is about one half of the maximum bandwidth of the incoming traffic. Simply put, when the parameter $r$ of the Bernoulli distribution representing the incoming traffic reaches the 50%, the outgoing channel is almost fully occupied, hence a further increment of $r$ gives rise to a very small increment of the outgoing throughput. Another expected result that we can observe in Fig. 10.5 is that the throughput of packets destined to $a$ is slightly greater than the throughput of packets destined to $b$. This because the overall bandwidth of the outgoing channels directed to $a$ is 500 packets per second, while it is 450 packets per second for the outgoing channels directed
Figure 10.6: Throughput Obtained by Varying the Probabilistic Choice between the Routing Processes to \( b \). The other two tables of Fig. 10.5 report the throughput for each single channel \( a_1, a_2, b_1 \) and \( b_2 \). In the case of \( a_1 \) and \( a_2 \) the distance between the two curves is quite great, this because \( a_1 \) has just one fourth of the bandwidth of \( a_2 \). As expected such a difference is smaller in the case of \( b_1 \) and \( b_2 \), because their bandwidth is quite similar (200 and 250 packets per second, respectively).

Since in a realistic framework the value of parameters \( q_a \) and \( q_b \) are established by the multi-path routing algorithm governing the IMP according to the network conditions (e.g. estimated time for a packet to reach a destination via a particular path), we study the effect on the throughput of the router of adopting parameters \( q_a \) and \( q_b \) which do not reflect the bandwidth distribution over the outgoing channels. The results of such an analysis are reported in Fig. 10.6. The first table shows how the throughput of \( a_1 \) and \( a_2 \) varies when changing the value of \( q_a \) from \( \frac{1}{2} \) to \( \frac{4}{5} \), i.e. by exchanging the value of \( q_a \) and \( 1 - q_a \). For the sake of clarity we report the curves obtained for both \( q_a = \frac{1}{2} \) and \( q_a = \frac{4}{5} \). We can observe that the parameter \( q_a \) does not play a significant role when the router is congested. This because under a heavy workload both routing processes are hardly occupied and in most cases at least one of them is busy. In such a situation the parameter \( q_a \) is often not used, because when a routing process is busy an arriving packet destined to \( a \) is passed to the other routing process with probability 1. As a consequence the curves of the throughput converge to the same values when the load factor \( r_a \) gets over 50%, i.e. when almost all the bandwidth of each channel is exploited. On the other hand, when the incoming workload is low, the parameter \( q_a \) becomes important as it probabilistically decides which routing process will deliver the packet, hence increasing the throughput of a routing process with respect to the other one (see the quite evident difference among the curves when \( r_a \) gets under the 30%). This because in the presence of a low workload both routing processes stay idle for most of time and an arriving packet \( a \) is directed to a particular channel depending on the choice made according to \( q_a \). The second table of Fig. 10.6 shows how the throughput of the two channels destined to \( b \)
varies when exchanging the value of $q_b$ and $1 - q_b$. With respect to the case of the channels destined to $a$, in this case the difference between the old value of $q_b (\frac{4}{9})$ and its new value ($\frac{5}{9}$) is smaller. This is reflected on the results presented in Fig. 10.6, where the curves for the old and the new value of $q_b$ are almost overlapped for each value of $r_b$.

Now we show the role played by parameter $p$ on the system throughput. In order to merely concentrate on the effects of varying parameter $p$ we just consider the situation in which parameters $q_a$ and $q_b$ reflect the bandwidth distribution over channels directed to destinations $a$ and $b$, respectively. Parameter $p$ can be chosen in order to favor the internal computations of the IMP dedicated to packets destined to $a$ ($b$) with respect to those dedicated to packets destined to $b$ ($a$). To this aim, in Fig. 10.7 we report the throughput of the multi-path router in the case $p = 0.999$, hence when packets destined to $b$ are managed by the IMP much more slowly than packets destined to $a$. As a consequence of the unfair behavior of the router, we have that the IMP delivers the packets destined to $a$ at the usual speed (the curve for packets destined to $a$ in the first table of Fig. 10.7 is the same as that in the first table of Fig. 10.5), but it delays the packets destined to $b$, hence compromising the throughput of such packets. Therefore with respect to the case $p = 0.5$ the overall system throughput decreases (for easy of comparison in the first table of Fig. 10.7 we also report the curve obtained in the case $p = 0.5$). The comparison with the case $p = 0.5$ is even more evident in the second table of Fig. 10.7, where we report the throughput of the outgoing channels directed to destination $b$.

As far as the idleness of the router is concerned, we simply consider the situation in which $p = \frac{1}{2}$ and parameters $q_a$ and $q_b$ reflect the bandwidth distribution over channels directed to destinations $a$ and $b$, respectively. The curve presented in Fig. 10.8 shows the relation among the inactivity of the router and the load factor for the incoming traffic. As expected, the router is almost always idle if the workload is low, but the duration of its inactivity phases rapidly converges to zero for a load factor greater than 40%.
Finally, we show in Fig. 10.9 the throughput and the idleness for the router with four possible channels for each destination presented in Table 10.6. Once again, the figures report the relation among the different metrics under the usual scenario where $p = \frac{1}{2}$ and parameters $qa'$, $qa''$, and $qb'$, $qb''$ reflect the bandwidth distribution over channels directed to destinations $a$ and $b$, respectively (hence $qa' = qb' \approx 0.33333$, $qa'' = qb'' = 0.3$, $qa''' = qb''' \approx 0.428571$). As far as the throughput is concerned, since in the case of destination $a$ we have preserved the overall outgoing bandwidth (500 packets per second) with respect to the router with two channels, the curve for destination $a$ of the first and third table of Fig. 10.9 is the same as that we showed in Fig. 10.5. The total throughput for destination $a$ is distributed among the four possible channels according to their bandwidth (see the third table of Fig. 10.9). On the other hand, the overall outgoing bandwidth for destination $b$ is increased with respect to the router with two channels (600 packets per second vs. 450 packets per second). This is reflected on the curves of Fig. 10.9 which show that, in the case of the router with four channels for each destination, the total throughput for destination $b$ is greater than the total throughput for destination $a$. The fourth table of Fig. 10.9 shows that, also in the case of $b$, the total throughput of packets destined to $b$ is distributed among the four possible channels according to their bandwidth. As far as the router idleness is concerned, we can observe that the curve of the second table of Fig. 10.9 has the same shape as that seen in Fig. 10.8.

10.7 Conclusion

In this chapter we have presented a discrete time probabilistic calculus which integrates in a simple way a hybrid between the generative and reactive approaches [80] with probabilistic parallel composition [13]. Our generative-reactive model seems to be an adequate solution for modeling probabilistic behaviors of
real systems, as it profitably joins the characteristics of both the generative and the reactive models, and mechanisms like probabilistic internal/external choice and multiway synchronization. Moreover, adopting a probabilistic asynchronous parallel operator in a discrete time setting gives our calculus a great modeling power. In particular, depending on how we calculate the time unit to be considered for the composed system, the parallel operator has a twofold interpretation and allows us to model:

1. multiple processes executed by a single processor machine with a probabilistic scheduling policy (in such a case, all parallel processes are assumed to be specified with respect to the same basic time unit as that representing action duration in the composed system),

2. concurrent processes which proceed with different advancing speeds, meaning that, differently from the classical synchronous approach, they may adopt different basic durations for their actions.

**Figure 10.9**: Throughput of the Multi-Path Router with 4 Routing per destination.
In the latter case, when considering the behavior of the system at a steady state, we showed that the representation of system behavior arising from our parallel operator is correct also when process advancing speeds are considered as being exact instead of probabilistic. This means that, e.g., if the action frequency of a process is $1/n$ then each action of the process takes exactly $n$ time units to be executed. Thanks to this result we can model systems whose components are specified with respect to different basic action durations without incurring the problem of state space explosion which arises with an intuitive application (based on action splitting) of a standard synchronous approach. For instance, our technique made it possible to analyze the algebraic model of a multi-path router with 8 outgoing channels whose components are specified with respect to largely different time units: the Interface Message Processor of the router is, e.g., specified with actions (representing process computations) whose duration is half a microsecond, while the outgoing channel $a_1$ is specified with actions (representing the time time to send a packet through the channel) whose duration is 10 milliseconds. Specifying the router with a synchronous parallel operator would have required splitting the actions of the outgoing channels into thousands of subactions, hence making the model hard (if not impossible) to be analyzed. Moreover, the idea of expressing the probabilistic advancing speed of processes by means of a parameter of the parallel operator (as in [13]) instead of, e.g., using weights attached to actions, has turned out to be adequate from the modeling viewpoint because:

1. the modeler can first specify the behavior of processes in isolation and then establish, independently on how they are specified, their relative advancing speed when composing them in parallel,

2. it leads to specifications which are easily scalable to any number of components (e.g. outgoing channels in our case study) without changing the internal behavior of processes.

As a further advantage of adopting a probabilistic parallel operator, we have that in the case of fully specified systems (where all the reactive actions get synchronized) the resulting generative-reactive transition system is fully probabilistic and can be trivially turned into a discrete time Markov chain. Therefore deriving performance measures from specifications of complete systems can be done by applying standard techniques. For instance, we have shown how to employ an algebraic reward based method for expressing performance measures of systems and we have applied it to evaluate the throughput and idleness of our multi-path router model.

Finally, we have obtained a sound and complete axiomatization for (a simple variant of) strong probabilistic bisimulation over nonrecursive processes of our calculus which:

1. by employing a simple auxiliary operator expresses restriction of generative actions in a clean way without resorting to axioms with implications as in [13],

2. in the case of reactive actions is a smooth extension of the axiom system for a nonprobabilistic standard process algebra which expresses parallel composition through the left merge and synchronization merge operators.
Note that, differently from what we did in the second part of the thesis, here we did not consider a weak version of our probabilistic bisimulation (as, e.g., that of [16]) because, since in the context of discrete time each transition takes one time unit to be executed, we cannot merge several $\tau$ transitions into a single $\tau$ transition while preserving the temporal behavior of the system.
Part IV

Gaining Expressivity
Chapter 11

Generative-Reactive Extended Markovian Process Algebra

In this chapter we start addressing the problem of developing a specification language which integrates the two approaches presented in the second and third parts of the thesis (one based on continuous time and the other one based on discrete time) and which is endowed with additional expressive features, such as multi-level priorities and rewards. This is important since the modeling and analysis experience (e.g. with the process algebra EMPA) has shown the necessity of expressing priority, probabilistic internal/external choice, and discrete/continuous time in order to be able to faithfully model the behavior of real systems and the effectiveness of rewards as an instrument for evaluating the properties of interest.

An important open problem in this scenario is how to obtain semantic compositionality in the presence of all these features, to allow for an efficient analysis. Starting from a basic Markovian process algebra, i.e. an extension of a standard process algebra with exponentially distributed durations, our objective is to show how to add the expressive features above while preserving compositionality. Theoretically speaking, we argue that, when abandoning the classical nondeterministic setting by considering the features above, a natural solution is to break the symmetry of the roles of the processes participating in a synchronization through an extension of the generative-reactive approach introduced in the third part of the thesis. We accomplish this by distinguishing between master actions – the choice among which is carried out generatively according to their priorities/probabilities or exponentially distributed durations – and slave actions – the choice among which is carried out reactively according to their priorities/probabilities – and by imposing that a master action can synchronize with slave actions only. We also show that such an asymmetric cooperation mechanism is natural and easy to understand by means of the novel “cooperation structure model”.

In this chapter the investigation above will lead to the definition of EMPA$_{gr}$, a Markovian process algebra capable of representing both discrete and continuous time systems, where we can express: activities with exponentially distributed durations (which are not considered when doing discrete time specifications), activities with a discrete duration (which are assumed to take time zero in continuous time), probabilities,
multi-level priorities and the generative master-reactive slaves synchronization mechanism. In Chapter 12 \( EMPA_{gr} \) will be extended with rewards, while in Chapter 13 we will introduce general distributions.

The main results that we present in this chapter are the following ones. We prove that the synchronization mechanism in \( EMPA_{gr} \) is correct w.r.t. the cooperation structure model, we show that the Markovian bisimulation equivalence is a congruence w.r.t. all the operators of \( EMPA_{gr} \) as well as recursion, and we present a sound and complete axiomatization of the Markovian bisimulation equivalence for nonrecursive process terms. As far as the Markovian bisimulation equivalence is concerned, we introduce a new notion of Markovian bisimulation up to Markovian bisimulation equivalence, which improves the previous definitions given in the literature, and a new proof technique for showing congruence w.r.t. recursion in Markovian process algebras, which repairs some inaccuracies in the proofs previously proposed in the literature.

11.1 Introduction

The experience of the past twenty years with process algebras (see e.g. [19, 8, 9, 28]) has shown that several expressive features are necessary to be able to model real world systems. Moreover, to be hopefully able to analyze such systems, the expressive features must be introduced in such a way that semantic compositionality is achieved, i.e. in such a way that it is possible to define a congruence that can be exploited to compositionally minimize the state space before applying the analysis techniques.

In this chapter we start with the simple process algebra inspired by [122, 109] presented in Chapter 2 and we show step by step how its expressive power can be greatly enhanced while preserving semantic compositionality. At the beginning, we introduce in the process algebra the concept of time through the capability of expressing exponentially timed actions and passive actions (whose duration becomes specified only upon synchronization with exponentially timed actions of the same type) and we show that the resulting Markovian process algebra can be given semantics in the usual interleaving style thanks to the memoryless property of exponential distributions (Sect. 11.2).

We then argue that we need a way of representing actions that are irrelevant from the timing viewpoint or just control the system behavior. We thus extend our Markovian process algebra with immediate actions, i.e. actions having duration zero (Sect. 11.3).

We subsequently observe that it often happens in practice to encounter systems where different competing actions are scheduled according to some priority assignment and/or with a certain frequency. Therefore, we extend our Markovian process algebra by attaching priorities and weights to immediate actions (Sect. 11.4 and 11.5).

Afterwards, we focus on the problem of endowing our process algebra with a general form of multiway synchronization and we argue that, when abandoning the classical nondeterministic setting by considering the expressive features above, breaking the symmetry of the roles of the processes participating in a synchronization is a natural solution to the problem of achieving semantic compositionality. We then present in
some details the synchronization mechanism of our process algebra which is based on the distinction between
master actions (exponentially timed and prioritized-weighted immediate actions) and slave actions (passive
actions enriched with priorities and weights enforced only among passive actions of the same type) and
on the constraint that a master action can synchronize with slave actions only. Following the terminology
of [80], the choice among master actions is carried out generatively according to their priorities/weights or
exponentially distributed durations, while the choice among slave actions of the same type is carried out
reactively according to their priorities/weights (Sect. 11.6).

After introducing all the ingredients for our extended Markovian process algebra with generative-reactive
synchronizations, called EMPA\(_{gr}\), we formalize its syntax and we define its operational semantics as a
mapping from terms to a new class of labeled transition systems, called master-slaves transition systems
(Sect. 11.7).

We then present the novel cooperation structure model, which formally describes the structure of the
master-slaves synchronizations that can be performed in a state of a system specified by an EMPA\(_{gr}\) term.
The importance of such a model is that it shows that the EMPA\(_{gr}\) synchronization mechanism, as defined
by its operational semantics, is natural and easy to understand. In particular, the structure of the master-
slaves synchronizations performable in a system state can be simply described by binary trees with two
kinds of nodes: cooperation nodes, which represent synchronizations, and choice nodes, which represent
choices performed according to a mixed prioritized/probabilistic mechanism, where the priority and the
probability associated with a certain subtree are determined by the actions labeling its leaves. We provide
a denotational semantics that maps EMPA\(_{gr}\) terms into cooperation structures and we formally prove the
EMPA\(_{gr}\) operational semantics to be correct by showing that the structure of the synchronizations deriving
from an EMPA\(_{gr}\) term is the same as that described by the corresponding cooperation structure (Sect. 11.8).

We subsequently define a notion of equivalence in the bisimulation style – called Markovian bisimulation
equivalence and denoted \(\sim_{MB}\) – which equates EMPA\(_{gr}\) terms possessing the same functional, probabilistic,
prioritized and exponentially timed behavior. We accompany \(\sim_{MB}\) with a notion of Markovian bisimulation
up to \(\sim_{MB}\) that improves those previously given for other Markovian process algebras, in that it fixes some
inaccuracies present in the definition of [107, 27] and eliminates the necessity of including symmetric pairs like
in [99]. We then show that \(\sim_{MB}\) is a congruence, thus providing support for efficient compositional analysis
and improving the result of [19] where the congruence is not achieved for the whole language. In particular, we
show that \(\sim_{MB}\) is a congruence w.r.t. recursive definitions by introducing a new proof technique, which leads
to a smooth extension of the technique based on bisimulation up to bisimulation equivalence [122] and solves
some problems in the proofs of the same result previously proposed for Markovian process algebras [107, 27].
Finally, we give a sound and complete axiomatization of \(\sim_{MB}\) for nonrecursive process terms (Sect. 11.9).

The chapter concludes with a discussion of related work (Sect. 11.10).
11.2 A Basic Markovian Process Algebra

Process algebras are compositional languages for the high level specification of concurrent systems. Hereafter we will consider the simple process algebra inspired by [122, 109] introduced in Chapter 2. We recall from Chapter 2 the semantics of process algebra terms is given by means of rooted labeled transition systems (LTSs for short) in which states correspond to process terms and transitions are labeled with actions. Such LTSs are defined by following the interleaving approach, i.e. parallel executions are serialized by representing each of them through the set of all the possible sequential executions obtained by interleaving the actions executed by the parallel components. A consequence of the interleaving approach is that the two different systems $a.0 \parallel b.0$ and $a.b.0 + b.a.0$ are assigned isomorphic LTSs:

In the field of performance evaluation, a model largely used to compute efficiency measures is that of Markov chains [147] (MCs for short). As explained in Chapter 2, MCs in their continuous time variant are essentially LTSs where the initial state is replaced by a probability mass function, which expresses for each state the probability that it is the initial one, and the transitions are labeled by positive real numbers, which are the rates of the exponentially distributed random variables describing transition durations. Since in Continuous Time Markov Chains (CTMCs) choice are solved according to a race policy (see Sect. 4.1) an “interleaving” representation naturally arises also to the case in which two activities whose durations are exponentially distributed with rate $\lambda$ and $\mu$ respectively, are executed in parallel:

We recall from Sect. 4.1 that the CTMC above correctly depicts the aforementioned scenario thanks to the memoryless property of the exponential distribution, because an action can be regarded as being initiated in the same state in which it terminates its execution. Moreover no transition is possible from the initial state to the absorbing one as the probability that the two actions terminate simultaneously is zero.

When merged together, the specification languages and the stochastic models above give rise to Markovian process algebras [107, 19, 99]. With respect to the Markovian process algebra we introduced in Chapter 4, where standard actions and exponentially timed delays are dealt with in a separate fashion, here we exploit the similarities in the representation of parallel composition in both process algebras and CTMCs to really merge them into a language with timed actions (as done in [107, 19]).

From the syntactical viewpoint, we describe each action as a pair $<a, \tilde{\lambda}>$, where $a$ is the type of the action and $\tilde{\lambda}$ is the rate of the action. If $\tilde{\lambda} \in \mathbb{R}_+$, then the action is called exponentially timed as its duration
is assumed to be exponentially distributed with rate $\tilde{\lambda}$. If instead $\tilde{\lambda} = \ast$, then the action is called passive and its duration is unspecified. As for the binary operators, the alternative composition operator is governed by the race policy as long as a choice among exponentially timed actions is concerned. In the case of the parallel composition operator, instead, a synchronization between $\langle a, \tilde{\lambda} \rangle$ and $\langle a, \tilde{\mu} \rangle$, with $a$ in the synchronization set, is possible only if at least one of $\tilde{\lambda}$ and $\tilde{\mu}$ is $\ast$, and the resulting rate is given by the other rate. This entails that, in a multiway synchronization, at most one exponentially timed action can be involved (which plays the role of the master, hence determines the rate of the synchronization), while all the other actions (which play the role of slaves) must be passive. We shall return on this master-slaves synchronization mechanism in Sect. 11.6.

From the semantic viewpoint, we observe that the interleaving approach of process algebras and the memoryless property of exponential distributions fit together well, so that the interleaving approach can be followed also in the case of Markovian process algebras. As an example, the two different systems $\langle a, \lambda \rangle.0 \parallel \emptyset < b, \mu >.0$ and $\langle a, \lambda \rangle.< b, \mu >.0 + < b, \mu >.< a, \lambda >.0$ are assigned isomorphic LTSs:

The LTS above is called the integrated interleaving semantics of the process terms at hand, because each transition is labeled with both the type and the rate of the corresponding action. From such an integrated model two projected semantic models can be derived by discarding action rates or action types, respectively. The former is called the functional semantics as its transitions are not decorated with performance related information, thus representing only the functional behavior of the system. The latter, instead, is called the Markovian semantics as it expresses the CTMC governing the stochastic behavior of the system.

**Figure 11.1**: Interleaving semantic models of $PCSystem_2$

**Example 11.1** A producer/consumer system is a system composed of a producer, a buffer, and a consumer. The producer repeatedly produces new items at a certain speed and puts them into the buffer until the buffer is empty, while the consumer withdraws items from the buffer at a certain rate unless the buffer is empty. Assuming for simplicity a buffer of capacity two, the architecture of this system can be modeled with our Markovian process algebra as follows:

$$PCSystem_2 \triangleq Producer \parallel_{\{produce\}} Buffer_0 \parallel_{\{consume\}} Consumer$$

Assuming that the item production process and the item consumption process are Markovian with rate $\lambda$
and $\mu$, respectively, the producer and the consumer can be modeled as follows:

$$\text{Producer} \triangleq <\text{produce}, \lambda>.\text{Producer}$$
$$\text{Consumer} \triangleq <\text{consume}, \mu>.\text{Consumer}$$

The buffer, instead, is at any time ready to accept new incoming items (if not full) and to deliver previously produced items (if not empty):

$$\text{Buffer}_0 \triangleq <\text{produce}, \ast>.\text{Buffer}_1$$
$$\text{Buffer}_1 \triangleq <\text{produce}, \ast>.\text{Buffer}_2 +$$
$$<\text{consume}, \ast>.\text{Buffer}_0$$
$$\text{Buffer}_2 \triangleq <\text{consume}, \ast>.\text{Buffer}_1$$

Note that only passive actions occur in $\text{Buffer}$, to reflect the fact that the interactions established by the two synchronization sets $\{\text{produce}\}$ and $\{\text{consume}\}$ are guided by the exponentially timed actions of the producer and the consumer.

In Fig. 11.1(a) we show the integrated interleaving semantics of $\text{PCSystem}_2$. The initial state $s_0$ corresponds to $\text{PCSystem}_2$, state $s_1$ to $\text{Producer} \parallel \{\text{produce}\} \text{Buffer}_1 \parallel \{\text{consume}\} \text{Consumer}$, state $s_2$ to $\text{Producer} \parallel \{\text{produce}\} \text{Buffer}_2 \parallel \{\text{consume}\} \text{Consumer}$. As reported in Fig. 11.1(b) and (c), from such a LTS a functional LTS and a CTMC can be derived by dropping action rates or action types, respectively.

### 11.3 Immediate Actions

The first extension of our Markovian process algebra is concerned with the introduction of immediate actions. They are executed in zero time, hence their rate is denoted by $\infty$. Introducing immediate actions is necessary to model system activities which are several orders of magnitude faster than those relevant from the performance viewpoint, as well as system activities that control the system behavior.

Since immediate actions have zero duration, they take precedence over exponentially timed ones. To make this clear, let us consider a system $E$ that initially can perform either an exponentially timed action $a$ or an immediate action $b$: $<a, \lambda>.E_1 + <b, \infty>.E_2$. The integrated interleaving semantic model of $E$ has the two following initial transitions:

If $E$ represents a closed system, i.e. a complete specification which is not part of a larger one and from which we want to derive a MC, then only the transition labeled with action $<b, \infty>$ can be actually performed and is executed immediately in zero time. If instead $E$ represents an open system, i.e. a system that can interact with its environment, then the execution of action $<b, \infty>$ may be disabled by the environment. For instance, $E \parallel \{b\} \emptyset$ has a single initial transition labeled with action $<a, \lambda>$, as $\emptyset$ is not willing to perform any $b$ action hence no synchronization on $b$ can occur.
Similarly to exponentially timed actions, in a synchronization at most one immediate action can be involved while all the other actions must be passive. If an immediate action is involved, then the rate of the resulting action is immediate, otherwise it is passive.

**Figure 11.2:** Structure of a queuing system $M/M/1/q$

**Example 11.2** From now on we shall exemplify each feature added to our language by means of *queuing systems* [115] (QSs for short), which are abstract models largely used for evaluating the performance of computer and communication systems through the computation of measures such as system throughput, resource utilization, and user response time (see Chapter 2).

Let us consider a QS $M/M/1/q$ with arrival rate $\lambda$ and service rate $\mu$, whose structure is depicted in Fig. 11.2 where $a$ stands for arrive, $d$ for deliver, and $s$ for serve. To faithfully represent the fact that the buffer has capacity $q - 1$, an immediate action is necessary to model the fact that the customer at the beginning of the queue is passed to the server as soon as it becomes free. Without such an immediate action, the capacity of the service center would be decreased by one.

The QS at hand can be modeled as follows:

\[
\begin{align*}
QS_{M/M/1/q} & \triangleq \text{Arrivals} ||_{(a)} (\text{Queue}_0 ||_{(d)} \text{Server}) \\
\text{Arrivals} & \triangleq \langle a, \lambda \rangle \cdot \text{Arrivals} \\
\text{Queue}_0 & \triangleq \langle a, * \rangle \cdot \text{Queue}_1 \\
\text{Queue}_h & \triangleq \langle a, * \rangle \cdot \text{Queue}_{h+1} + \\
& \langle d, * \rangle \cdot \text{Queue}_{h-1}, \ 0 < h < q - 1 \\
\text{Queue}_{q-1} & \triangleq \langle d, * \rangle \cdot \text{Queue}_{q-2} \\
\text{Server} & \triangleq \langle d, \infty \rangle \cdot \langle s, \mu \rangle \cdot \text{Server}
\end{align*}
\]

where we note that all the actions describing the behavior of the queue are passive. We now conclude by showing how to derive the CTMC underlying $QS_{M/M/1/q}$. In Fig. 11.3(a) we depict the model of $QS_{M/M/1/q}$ obtained from its integrated semantic model by pruning the exponentially timed transitions which have alternative immediate transitions. As explained at the beginning of this section, this is correct because $QS_{M/M/1/q}$ represents a closed system. In Fig. 11.3(b) we depict the Markovian semantic model of $QS_{M/M/1/q}$, which is obtained from the model of Fig. 11.3(a) by discarding action types and eliminating the states having outgoing immediate transitions. The reason is that the sojourn time in those states is zero, so they are irrelevant from the performance viewpoint. 

\[
\blacksquare
\]
11.4 Prioritized Choices

The second extension of our Markovian process algebra is concerned with the introduction of priorities, which are expressed as positive natural numbers attached to immediate action rates ($\infty$). Introducing priorities is necessary to model prioritized choices and to improve the capability of expressing system control mechanisms, such as preemption.

Higher priority immediate actions take precedence over lower priority ones. To make this clear, let us consider a system $E$ that initially can perform either an immediate action $a$ with priority 1 or an immediate action $b$ with priority 2: $<a, \infty_1>.E_1 + <b, \infty_2>.E_2$. The integrated interleaving semantic model of $E$ has the two following initial transitions:

If $E$ represents a closed system, then only the transition labeled with action $<b, \infty_2>$ can be actually executed. If instead $E$ represents an open system, then the execution of action $<b, \infty_2>$ may be disabled by the environment. For instance, $E ||_{\{b\}} 0$ has a single initial transition labeled with action $<a, \infty_1>$.

In the case of synchronization of an immediate action and a passive action, the resulting immediate action inherits the priority of the original immediate action.

Example 11.3 Let us consider a variant of the QS of Ex. 11.2 in which there are two different classes of customers, reds and blacks, with two different arrival rates, $\lambda_r$ and $\lambda_b$. The service center comprises two distinct queues of capacity $q-1$ for the two classes of customers. In the situation in which both queues are nonempty and the server is free, the first come red customer must be served, i.e. red customers take precedence over black customers. This can be easily modeled in our Markovian process algebra extended with priorities as follows:
where \(\text{Arrivals}_r \ (\text{Arrivals}_b)\) is the same as \(\text{Arrivals}\) in which every action type is given subscript \(r \ (b)\), \(\text{Queue}_{r,0} \ (\text{Queue}_{b,0})\) is the same as \(\text{Queue}_0\) in which every action type is given subscript \(r \ (b)\), and \(r > b\).

Note that in the model above, no preemption can be exercised on the black customer being served in the case a red customer arrives at the service center. To take this into account, it is sufficient to modify the model of the server as follows:

\[
\text{Server} = <d_r, \infty_r>.<s, \mu> \cdot \text{Server} + \\
<d_b, \infty_b>.<s, \mu> \cdot \text{Server}
\]

where the second summand of \(\text{Server}_b\) describes the service of the newly arrived, preempting red customer. In such a model the memoryless property of exponential distributions guarantees that the remaining time to the completion of the service of a preempted black customer is still exponentially distributed with rate \(\mu\). Therefore, the first summand of \(\text{Server}_b\) is used to describe both the service of a black customer with no interruption and the service of a black customer which has been interrupted several times.

\[\textbf{11.5 Probabilistic Choices}\]

The third extension of our Markovian process algebra is concerned with the introduction of \textit{weights}, which are expressed as positive real numbers attached to immediate action rates (\(\infty_{l,w}\), thus resembling immediate transitions of generalized stochastic Petri nets [6]). Introducing weights is necessary to model probabilistic choices and to improve the capability of expressing system control mechanisms, such as probabilistic events.

The execution probability of immediate actions at the same priority level is proportional to their weights. To make this clear, let us consider a system \(E\) that initially can perform either an immediate action \(a\) with priority 1 and weight 2 or an immediate action \(b\) with priority 1 and weight 3: \(<a, \infty_{1,2}>, E_1 + <b, \infty_{1,3}>, E_2>\). The integrated interleaving semantic model of \(E\) has the two following initial transitions:

\[
E_1 \xrightarrow{a, \infty_{1,2}} E, \quad E_2 \xrightarrow{b, \infty_{1,3}} E
\]

If \(E\) represents a closed system, then the former transition is executed with probability \(2/(2+3) = 0.4\), while the latter transition is executed with probability \(3/(2+3) = 0.6\). If instead \(E\) represents an open system,
then the execution of one of its two actions may be disabled by the environment. For instance, $E \parallel \{b\} \emptyset$ has a single initial transition labeled with action $<a, \infty, 1, 2>$ which is executed with probability $2/2 = 1$.

In summary, the strategy adopted to choose among several alternative immediate actions is the preselection policy: the immediate actions having the highest priority level are singled out, then each of them is given an execution probability proportional to its weight.

In the case of synchronization of an immediate action and a passive action, the resulting immediate action inherits also the weight of the original immediate action.

**Example 11.4** Let us consider a variant of the QS of Ex. 11.3 such that, in the situation in which both queues are nonempty and the server is free, the first come red customer and the first come black customer have the same priority but different frequencies with which they are served, say $r/(r+b)$ and $b/(r+b)$, respectively. This can be taken into account with our Markovian process algebra extended with weights by simply modifying the model of the server as follows:

$$\text{Server} \overset{\Delta}{=} <d_r, \infty_{l,r}>, <s, \mu>, \text{Server} + <d_b, \infty_{l,b}>, <s, \mu>, \text{Server}$$

**11.6 Master-Slaves Synchronization**

Our extended Markovian process algebra employs an asymmetric master-slaves synchronization mechanism, where exponentially timed and immediate actions (also called active actions) play the role of the masters, in the sense that they determine the rate of the resulting action, while passive actions play the role of the slaves. Such a mechanism is enforced by imposing that, in case of multiway synchronization, at most one active action can be involved while all the other actions must be passive. More formally, we adopt a CSP [109] like parallel composition operator, which allows for multiway synchronizations by assuming that the result of the synchronization of two actions with type $a$ is again an action with type $a$. In addition, we impose that a synchronization between two actions of type $a$ may occur only if either they are both passive actions (and the result is a passive action of type $a$), or one of them is an active action and the other one is a passive action (and the result is an active action of type $a$).

So far we have considered particular kinds of binary synchronizations in which an active action of a process could synchronize with a single passive action of another process only. However, if several alternative passive actions of a given type may synchronize with the same active action of that type, it remains to establish how we choose among those passive actions. This is accomplished in two steps.

First of all, we endow passive actions with positive natural numbers acting as reactive priorities ($*_1$). Unlike priorities of immediate actions, reactive priorities are enforced only among passive actions of the same type, which makes it safe to discard lower priority passive transitions of a given type (even in an open system). To make this clear, let us consider a system $E$ that initially can perform a passive action $a$ with priority 1, $a$
passive action $a$ with priority 2, or a passive action $b$ with priority 3: $\langle a, *_1 \rangle.E_1 + \langle a, *_2 \rangle.E_2 + \langle b, *_3 \rangle.E_3$.

The integrated interleaving semantic model of $E$ has the two following initial transitions:

As can be noted, a transition labeled with action $\langle a, *_2 \rangle$ is in the model above because the highest priority transition has a different type, whereas there is no transition labeled with action $\langle a, *_1 \rangle$ because of the presence of a higher priority transition of the same type. Due to the reactive meaning ascribed to priorities of passive actions, the environment cannot disable the higher priority passive $a$ action and enable the lower priority passive $a$ action at the same time, so it is safe to neglect lower priority passive actions of a given type. Since the role of the reactive priorities is to realize a choice mechanism among passive actions of the same type, the choice among passive actions of different types is nondeterministic, i.e. it is guided by the type of the selected active action. Thus, in the example above, the choice between $\langle a, *_2 \rangle$ and $\langle b, *_3 \rangle$ is nondeterministic.

Second, we endow passive actions with positive real numbers acting as reactive weights $(*_l, w)$. Unlike weights of immediate actions, reactive weights determine the choice only among passive actions of the same type. To make this clear, let us consider a system $E$ that initially can perform a passive action $a$ with priority 1 and weight 2, a passive action $a$ with priority 1 and weight 3, or a passive action $b$ with priority 1 and weight 4: $\langle a, *_{1,2} \rangle.E_1 + \langle a, *_{1,3} \rangle.E_2 + \langle b, *_{1,4} \rangle.E_3$. The integrated interleaving semantic model of $E$ has the three following initial transitions:

Because of the reactive interpretation of passive action weights, the first transition is executed with probability $2/(2 + 3) = 0.4$, the second with probability $3/(2 + 3) = 0.6$, and the third with probability $4/4 = 1$. Note that the sum of the probabilities of executing actions of type $a$ is 1, and the same holds for actions of type $b$. This is a consequence of the fact that the role of the reactive weights is to realize a choice mechanism among passive actions of the same type and priority level. The choice among passive actions of different types is nondeterministic, i.e. it is guided by the type of the selected active action. Thus, in the example above, the choice between a passive action of type $a$ and a passive action of type $b$ is nondeterministic.

In summary, the strategy adopted to choose among several alternative passive actions is the reactive preselection policy: for a given type, the passive actions of that type having the highest priority level are singled out, then each of them is given an execution probability proportional to its weight.

We are now in a position of explaining how the rate of an action resulting from a master-slaves synchronization is determined. In the case of synchronization between an exponentially timed action of rate $\lambda$
and a passive action of the same type, the resulting rate is $\lambda \cdot p$ where $p$ is the execution probability of the passive action. As an example, term $E$ defined by $<a, \lambda>.E_1 \parallel \{a\}(<a, *_{1,2}>.E_2 + <a, *_{1,4}>,E_3)$ has the two following initial transitions:

$$E$$

$\quad$ \begin{align*}
    a,\lambda \cdot 2/5 & \quad a,\lambda \cdot 3/5 \\
    E_1 \parallel \{a\} E_2 & \quad E_1 \parallel \{a\} E_3 \\
\end{align*}

In the case of synchronization between an immediate action of rate $\infty_{l,w}$ and a passive action of the same type, the resulting rate is $\infty_{l,w} \cdot p$ where $p$ is the execution probability of the passive action. As an example, term $E$ defined by $<a, \infty_{1,4}>,E_1 \parallel \{a\}(<a, *_{1,2}>.E_2 + <a, *_{1,3}>,E_3)$ has the two following initial transitions:

$$E$$

$\quad$ \begin{align*}
    a,\infty_{1,4} \cdot 2/5 & \quad a,\infty_{1,4} \cdot 3/5 \\
    E_1 \parallel \{a\} E_2 & \quad E_1 \parallel \{a\} E_3 \\
\end{align*}

In the case of a multiway synchronization where an active action is synchronized with several passive actions, each passive action is chosen by performing an independent choice. That is, if an exponentially timed (immediate) action with rate $\lambda$ ($\infty_{l,w}$) synchronizes with $n$ passive actions of the same type, the resulting rate is $\lambda \cdot \prod_{i=1}^{n} p_i$ ($\infty_{l,w} \cdot \prod_{i=1}^{n} p_i$) where $p_i$ is the execution probability of the $i$-th passive action involved in the synchronization. As an example, term $E$ defined by $<a, \lambda>,E_1 \parallel \{a\}(<a, *_{1,2}>,E_2 + <a, *_{1,4}>,E_3) \parallel \{a\}(<a, *_{1,1}>,E_4 + <a, *_{2,1}>,E_5)$ has the four following initial transitions:

$$E$$

$\quad$ \begin{align*}
    a,\lambda \cdot (2/5) \cdot (1/3) & \quad a,\lambda \cdot (3/5) \cdot (2/3) \\
    a,\lambda \cdot (2/5) \cdot (2/3) & \quad a,\lambda \cdot (3/5) \cdot (1/3) \\
    E_1 \parallel \{a\} E_2 \parallel \{a\} E_4 & \quad E_1 \parallel \{a\} E_2 \parallel \{a\} E_5 \\
    E_1 \parallel \{a\} E_3 \parallel \{a\} E_4 & \quad E_1 \parallel \{a\} E_3 \parallel \{a\} E_5 \\
\end{align*}

We observe that our generative master-reactive slaves synchronization mechanism complies with the bounded capacity assumption [107], which establishes that the rate of an action cannot be arbitrarily increased/decreased when synchronizing it with several actions, thereby imposing a safe modeling methodology from the stochastic viewpoint. In the case of exponentially timed actions, this assumption is satisfied because the generative-reactive synchronization mechanism preserves the average sojourn time in a state. For instance, in the example above with four synchronization transitions leaving $E$, we have that the rates of the four transitions sum up to $\lambda$, which is exactly the rate of the only active action present in $E$. Likewise, in the case of immediate actions, this assumption is satisfied because the generative-reactive synchronization mechanism preserves the total weight in a state. The same holds true in the case of multiway synchronizations which include passive actions only. As an example, consider term $E'$ defined by $(<a, *_{1,2}>,E_2 + <a, *_{1,3}>,E_3) \parallel \{a\}(<a, *_{1,1}>,E_4 + <a, *_{2,1}>,E_5)$ obtained from term $E$ above by removing the synchronization with the active action $<a, \lambda>$. Term $E'$ has four synchronization passive transitions,
each of which has a weight defined as follows: first we compute the product of the probabilities of independently selecting the two participating passive actions within their processes, then we transform such a resulting joint probability into a weight via a normalization factor equal to the sum of the total weights for that action type of the two involved processes. We depict below the four synchronization passive transitions of $E'$:

$$
\begin{align*}
E' &\quad E_2 \parallel \{a\} \quad E_4 \\
E' &\quad E_2 \parallel \{a\} \quad E_5 \\
E' &\quad E_3 \parallel \{a\} \quad E_4 \\
E' &\quad E_3 \parallel \{a\} \quad E_5
\end{align*}
$$

It is easy to see that the weights of the four passive transitions above sum up to the total weight $(2 + 3) + (1 + 2) = 8$ of action type $a$ in state $E'$, thus conforming to the bounded capacity assumption. Moreover, as we shall see in Sect. 11.8 through the introduction of the cooperation structure model, the choice of such a normalization factor makes it easy to understand the probabilities of the transitions executable by a term. For example, in $E' + <a, *_{1,5}>.\emptyset$ the probability of performing $<a, *_{1,5}>$ is simply given by $5/(5+8)$, where 8 is determined by computing the overall weight at priority level 1 of the passive actions of type $a$ syntactically included in $E'$ which are executable (even through synchronization).

Additionally, we point out that in our Markovian framework extended with immediate actions it is possible to simulate a synchronization between two $a$ actions with rate $\lambda$ and $\mu$, respectively, whose duration is the maximum of the two durations [99]. If we denote by $\tau$ an action type representing an invisible activity, this is easily achieved by means of a term like $<\tau, \lambda>.<a, *_{\infty}, w>.\emptyset ||_{\{a\}} <\tau, \mu>.<a, *_{r, w'}>.\emptyset$, as it gives rise to the first CTMC depicted in Sect. 11.2.

**Example 11.5** Attaching reactive priorities and weights to passive actions turns out to be advantageous from the modeling viewpoint as it allows more compact process algebraic descriptions to be obtained. As an example, let us consider a variant of the QSs of Ex. 11.3 and 11.4 in which there are $n$ classes of customers, with class $i$, $1 \leq i \leq n$, having arrival rate $\lambda_i$, service priority $l_i$, and service frequency $w_i/\sum_{j=1}^{n} w_j$. If we denote by $\prod$ the parallel composition of several terms which do not synchronize on any action, the QS above can be modeled in our Markovian process algebra extended with reactive priorities and weights as follows:

$$
\begin{align*}
QS_n &\triangleq \prod_{i=1}^{n} Arrivals_i ||_{\{a_i\}_{i \leq n}} \prod_{i=1}^{n} Queue_{i,0} ||_{\{a\}} Server \\
Arrivals_i &\triangleq <a_i, \lambda_i>.Arrivals_i \\
Queue_{i,0} &\triangleq <a_i, *_{1,1}>.Queue_{i,1} \\
Queue_{i,h} &\triangleq <a_i, *_{1,1}>.Queue_{i,h+1} + <d, *_{l_i, w_i}>.Queue_{i,h-1}, \quad 0 < h < q - 1 \\
Queue_{i,q-1} &\triangleq <d, *_{l_i, w_i}>.Queue_{i,q-2} \\
Server &\triangleq <d, \infty_{1,1}>, <s, \mu>.Server
\end{align*}
$$
It is worth observing that the model above is scalable w.r.t. the number of classes, in the sense that the
description of the server does not need to be modified when adding/removing a class of customers. This is
made possible by the fact that the information about the service priority and frequency of each class must
not necessarily be described within the server (as it would be if priorities and weights could not be attached
to passive actions), but can be described in the model for the queue corresponding to the class.

In general our master-slaves synchronization mechanism can be interpreted as an extension to priorities
and exponential time of the probabilistic synchronization mechanism presented in Chapter 10 based on a
mixture of the generative and reactive models of probabilistic processes of [80]. As we explained in Chap-
ter 10, when we add selection mechanisms in process algebras, based e.g. on probabilities, we have to face
the following problem. Let us consider a system \( E_1 \parallel \{a,b\} E_2 \) composed of two sequential processes \( E_1 \) and
\( E_2 \) which must synchronize over actions of type \( a \) and \( b \). Suppose that \( E_1 \) may execute an action \( a \) with
probability \( p \) and an action \( b \) with probability \( 1 - p \), while the other process may execute an action \( a \) with
probability \( q \) and an action \( b \) with probability \( 1 - q \). This scenario can be represented by a picture like that
of Fig. 11.4, where circles describe the current state of processes, typed triangles with attached probabilities
represent the alternative actions enabled by a process, and links represent possible synchronizations. The
problem is: How do we choose the synchronization to be performed? The choice cannot be made indepen-
dently by the two processes, because e.g. if the lefthand process locally chooses \( a \) and the righthand process
locally chooses \( b \), then no synchronization is possible between the two processes. In order to have a clear
model of synchronization, it is important that each synchronizing process can independently choose one of
its local actions.

The solution to this problem that we adopted in Chapter 10 is to designate some actions (the master
actions) as behaving generatively and the other actions (the slave actions) as behaving reactively, and by
imposing (as we do in this chapter) that master actions can synchronize with slave actions only. Therefore
we can have a synchronization between a master and a slave action (generative-reactive synchronization) or a
synchronization between two slave actions (reactive-reactive synchronization), and in general in a multiway
synchronization we have a master-slaves synchronization, i.e. a master action synchronizing with several
slave actions. In the master-slaves synchronization mechanism of our Markovian process algebra, which
extends the mechanism explained above to priorities and exponential time, we have that, in a system state,
first a master choice is generatively made according to the rates of the master actions. Then, if the chosen
master action must synchronize, several independent *slave choices* are reactively made in each synchronizing process among the slave actions with the type of the selected master action, according to their reactive rates.

### 11.7 Syntax and Semantics for EMPA\textsubscript{gr}

In this section we formalize the syntax and the semantics for the process algebra informally presented in the previous section. More precisely, we define the syntax of an extended Markovian process algebra with generative-reactive synchronizations called EMPA\textsubscript{gr}. Then we introduce the master-slaves transition system model and we present an operational semantics that maps EMPA\textsubscript{gr} onto such a model.

#### 11.7.1 Syntax and Informal Semantics

The main ingredients of our calculus are the actions, each composed of a type and a rate, and the algebraic operators. As far as actions are concerned, based on their rates they are classified into exponentially timed, immediate, and passive, as already seen. Moreover, based on their types they are classified into visible and invisible depending on whether they are different or equal to $\tau$, as usual.

**Definition 11.1** Let $\text{AType}$ be the set of action types, including the invisible type $\tau$, and $\text{ARate} = \text{MRate} \cup \text{SRate}$ be the set of action rates, where $\text{MRate} = \mathbb{R}_+ \cup \{\infty_{l,w} \mid l \in \mathbb{N}_+ \land w \in \mathbb{R}_+\}$ is the set of rates of master actions (exponentially timed and immediate rates) and $\text{SRate} = \{\ast_{l,w} \mid l \in \mathbb{N}_+ \land w \in \mathbb{R}_+\}$ is the set of rates of slave actions (passive rates). We use $\alpha$ to range over $\text{AType}$, $\tilde{\lambda}$ to range over $\text{ARate}$, $\lambda$ to range over $\mathbb{R}_+$ (exponentially timed rates), and $\bar{\lambda}$ to range over $\text{MRate}$. The set of actions is defined by

$$\text{Act} = \text{AType} \times \text{ARate}$$

**Definition 11.2** Let $\text{Const}$ be a set of constants ranged over by $A$ and let $\text{ATRFun} = \{\varphi : \text{AType} \rightarrow \text{AType} \mid \varphi^{-1}(\tau) = \{\tau\}\}$ be a set of action type relabeling functions ranged over by $\varphi$. The set $\mathcal{L}$ of process terms of EMPA\textsubscript{gr} is generated by the following syntax

$$E ::= 0 \mid <\alpha, \tilde{\lambda}>.E \mid E/L \mid E[\varphi] \mid E + E \mid E || S E \mid A$$

where $L, S \subseteq \text{AType} - \{\tau\}$.

The *null term* “0” is the term that cannot execute any action.

The *action prefix operator* “$<\alpha, \tilde{\lambda}>.$” denotes the sequential composition of an action and a term. Term $<\alpha, \tilde{\lambda}>.E$ can execute an action with type $\alpha$ and rate $\tilde{\lambda}$ and then behaves as term $E$.

The *functional abstraction operator* “$\ldotp /L$” abstracts from the type of the actions. Term $E/L$ behaves as term $E$ except that the type $\alpha$ of each executed action is turned into $\tau$ whenever $\alpha \in L$.

The *functional relabeling operator* “$\ldotp [\varphi]$” changes the type of the actions. Term $E[\varphi]$ behaves as term $E$ except that the type $\alpha$ of each executed action becomes $\varphi(\alpha)$. 
The alternative composition operator “\( + \)” expresses a choice between two terms. Term \( E_1 + E_2 \) behaves as either term \( E_1 \) or term \( E_2 \) depending on whether an action of \( E_1 \) or an action of \( E_2 \) is executed. As we have already seen, the choice is solved according to the race policy in case of exponentially timed actions, the preselection policy in case of immediate actions, and the reactive preselection policy in case of passive actions.

The parallel composition operator “\( \parallel \)” expresses the concurrent execution of two terms. Term \( E_1 \parallel E_2 \) asynchronously executes actions of \( E_1 \) or \( E_2 \) not belonging to \( S \) and synchronously executes actions of \( E_1 \) and \( E_2 \) belonging to \( S \) according to the two following synchronization disciplines. The synchronization discipline on action types establishes that two actions can synchronize if and only if they have the same observable type in \( S \), which becomes the resulting type. The synchronization discipline on action rates is the generative master-reactive slaves mechanism explained in Sect. 11.6. In case of synchronization of an active action \( a \) having rate \( \lambda \) executed by \( E_1 \) (\( E_2 \)) with a passive action \( a \) having rate \( *_{l,w} \) executed by \( E_2 \) (\( E_1 \)), the resulting active action \( a \) has rate/weight given by the original rate/weight multiplied by the probability that \( E_2 \) (\( E_1 \)) chooses the passive action at hand among its passive actions of type \( a \). Instead, in case of synchronization of two passive actions \( a \) having rate \( *_{l_1,w_1} \) and \( *_{l_2,w_2} \) executed by \( E_1 \) and \( E_2 \), respectively, the resulting passive action of type \( a \) has priority level given by the maximum \( l_{\text{max}} \) between \( l_1 \) and \( l_2 \) and weight given by the probability that \( E_1 \) and \( E_2 \) independently choose the two actions, multiplied by a normalization factor given by the overall weight of the passive actions of type \( a \) executable by \( E_1 \) and \( E_2 \) at the priority level \( l_{\text{max}} \). The choice of such a normalization factor and of the priority level for the resulting passive action complies with the bounded capacity assumption, and makes the structure of synchronizations in a system state easier to understand, as will be formally shown in Sect. 11.8.

Finally, let partial function \( \text{Def} : \text{Const} \rightarrow oL \) be a set of constant defining equations of the form \( A \overset{\Delta}{=} E \). In order to guarantee the correctness of recursive definitions, as usual we restrict ourselves to the set \( G \) of terms that are closed and guarded w.r.t. \( \text{Def} \).

### 11.7.2 Master-Slaves Transition Systems

The semantic model of EMPA\(_{gr}\) is a special kind of LTS we call master-slaves transition system (MSTS for short), whose transitions are labeled with elements of \( Act \). Recalling that active actions play the role of the masters while passive actions play the role of the slaves, each state of a MSTS has a single master bundle composed of all the transitions labeled with an active action and, for each action type \( a \), a single slave bundle of type \( a \) composed of all the transitions labeled with a passive action of type \( a \). Since the operational semantics for EMPA\(_{gr}\) will be defined in such a way that lower priority active transitions are not pruned \(^1\) while lower priority passive transitions of a given type are, all the passive transitions belonging to the same slave bundle of a generated MSTS have the same priority level.

\(^1\)As explained in Sect. 11.6, in an open system the higher priority transitions can be disabled by a context, hence this is necessary to obtain a congruence as we shall see in Sect. 11.9,
Definition 11.3 A master-slaves transition system (MSTS) is a triple 
\[(S, \text{AType}, \longrightarrow)\]
where:
\begin{itemize}
  \item \(S\) is a set of states;
  \item \(\text{AType}\) is a set of action types;
  \item \(\longrightarrow \in \mathcal{M}(S \times \text{Act} \times S)\) is a multiset of transitions such that for all \(s \in S\) and \(a \in \text{AType}\)
\[
(s \xrightarrow{a,s_{1},w_{1}} s_{1} \land s \xrightarrow{a,s_{2},w_{2}} s_{2}) \implies l_{1} = l_{2}
\]
\end{itemize}

A rooted master-slaves transition system (RMSTS) is a quadruple 
\[(S, \text{AType}, \longrightarrow, s_{0})\]
where \((S, \text{AType}, \longrightarrow)\) is a MSTS and \(s_{0} \in S\) is the initial state.

We point out that the transition relation is a multiset, not a set. This allows the multiplicity of identically labeled transitions to be taken into account, which is necessary from the stochastic point of view. As an example, if a state has two transitions both labeled with \(<a, \lambda>\), using sets instead of multisets would reduce the two transitions into a single one labeled with \(<a, \lambda>\), thus erroneously altering the average sojourn time in that state.

The choice among the bundles of transitions enabled in a state is nondeterministic. The choice of a transition within the master bundle of a state is made according to the race policy, i.e. the transition sampling the least duration succeeds, with immediate transitions taking precedence over exponentially timed transitions. We consider the transitions composing a master bundle as grouped according to their priority level. The level zero is composed of all the transitions labeled with exponentially timed actions and, for each \(l \in \mathbb{N}_{+}\), the level \(l\) is composed of all the transitions labeled with an immediate action with priority \(l\). If all the transitions composing the master bundle are labeled with exponentially timed actions, then the master bundle includes the group of transitions at level zero only. Supposed that such a group is composed of \(n\) transitions labeled with active actions \(<a_{i}, \lambda_{i}>\), \(1 \leq i \leq n\), then the time to choose one of such actions is exponentially distributed with rate \(\sum_{1 \leq i \leq n} \lambda_{i}\) and the probability of choosing \(a_{k}\) is given by \(\lambda_{k}/ \sum_{1 \leq i \leq n} \lambda_{i}\).

Otherwise, if there is some transition labeled with an immediate action, the preselection policy is applied, which means that a probabilistic choice is made in zero time according to the weights of the immediate actions labeling the group of transitions at the maximum priority level \(l_{\text{max}}\). Supposed that such a group is composed of \(n\) transitions labeled with active actions \(<a_{i}, \infty_{l_{\text{max}},w_{i}}>, 1 \leq i \leq n\), then the probability of choosing \(a_{k}\) is given by \(w_{k}/ \sum_{1 \leq i \leq n} w_{i}\).

\[\text{We use "|" and "\}" as brackets for multisets, "\oplus" to denote multiset union, and } \mathcal{M}(S) (\mathcal{P}(S)) \text{ to denote the collection of multisets over (subsets of) set } S.\]
The choice within a slave bundle of type $a$ is governed by the prelection policy: each transition of the bundle is chosen with probability proportional to its weight. Supposed that such a bundle is composed of $n$ transitions labeled with passive actions $<a_i, \ast_{l,w_i}>$, $1 \leq i \leq n$, then the probability of choosing $a_k$ is given by $w_k/\sum_{1 \leq i \leq n} w_i$. Since the duration of passive actions is unspecified, the time to choose one of the actions above is unspecified.

We conclude by recalling that passive actions are seen as incomplete actions which must synchronize with active actions of the same type of another system component in order to form a complete system. Therefore a fully specified system is performance closed, in the sense that it gives rise to a fully probabilistic transition system which does not include slave bundles. If in such a transition system we keep for each state only the highest priority transitions, then we can easily derive a performance model in the form of a DTMC (where D stands for discrete) or a CTMC, depending on whether only immediate transitions occur or not. Should exponentially timed and immediate transitions coexist (in different states), i.e. the system is a semi-Markov process (see Chapter 2), a CTMC can be derived by eliminating the immediate transitions and the related source states and by suitably splitting the exponentially timed transitions entering the removed source states in such a way that they are caused to reach the target states of the removed immediate transitions. The reader interested in the details of this procedure is referred to [19] Chapter 4.

11.7.3 Operational Semantics

The formal semantics for EMPA$_{gr}$ maps terms onto RMSTSs. We preliminarily provide the following short-hands to make the definition of the operational semantic rules easier.

**Definition 11.4** Given a MSTS $M = (S, AType, \longrightarrow)$, $s \in S$, and $a \in AType$, we denote by $L_a(s)$ the priority level of the slave transitions of type $a$ executable at $s$ ($L_a(s) = 0$ if the slave bundle $a$ of $s$ is empty) and we denote by $W_a(s)$ the overall weight of the slave transitions of type $a$ executable at $s$:

$$W_a(s) = \sum \{ \| w \mid \exists s' \in S. s \xrightarrow{a, \ast_{L_a(s),w}} s' \}$$

Furthermore, we extend the real number multiplication to immediate rates as follows:

$$\infty l,w \cdot p = \infty l,w,p$$

The operational semantics for EMPA$_{gr}$ is the least MSTS $(G, AType, \longrightarrow)$ satisfying the inference rules of Table 11.1, where in addition to the rules (Ch1), (Ch2), (Pa1), (Pa2), (Sy1) referring to a move of the lefthand process $E_1$, we consider also the symmetrical rules (Ch1$_r$), (Ch2$_r$), (Pa1$_r$), (Pa2$_r$), (Sy1$_r$) taking into account the moves of the righthand process $E_2$, obtained by exchanging the roles of terms $E_1$ and $E_2$. Similarly to [107], we consider the operational rules as generating a multiset of transitions (consistently with the definition of a MSTS), where a transition has arity $m$ if and only if it can be derived in $m$ possible ways from the operational rules.
\[(Pr) \; <a, \lambda>.E \xrightarrow{a,\lambda} E\]

\[(H1) \; \frac{E \xrightarrow{a,\lambda} E'}{E/L \xrightarrow{a,\lambda} E'/L} \quad a \notin L\]

\[(H2) \; \frac{E \xrightarrow{a,\lambda} E'}{E/L \xrightarrow{\tau,\lambda} E'/L} \quad a \in L\]

\[(Re) \; \frac{E \xrightarrow{a,\lambda} E'}{E[\varphi] \xrightarrow{\varphi(a),\lambda} E'[\varphi]}\]

\[(Ch1) \; \frac{E_1 \xrightarrow{a,\lambda} E_1'}{E_1 + E_2 \xrightarrow{a,\lambda} E_1'}\]

\[(Ch2) \; \frac{E_1 \xrightarrow{a,\lambda} E_1'}{E_1 + E_2 \xrightarrow{\tau,\lambda} E_1'}\]

\[(Pa1) \; \frac{E_1 \xrightarrow{a,\lambda} E_1'}{E_1 \parallel S E_2 \xrightarrow{a,\lambda} E_1' \parallel S E_2} \quad a \notin S\]

\[(Pa2) \; \frac{E_1 \xrightarrow{a,\lambda} E_1'}{E_1 \parallel S E_2 \xrightarrow{\tau,\lambda} E_1' \parallel S E_2} \quad a \notin S\]

\[(Sy1) \; \frac{E_1 \xrightarrow{a,\lambda} E_1'}{E_1 \parallel S E_2 \xrightarrow{a,\lambda} E_1' \parallel S E_2} \quad a \in S\]

\[(Sy2) \; \frac{E_1 \xrightarrow{a,\lambda} E_1'}{E_1 \parallel S E_2 \xrightarrow{a,\lambda} E_1' \parallel S E_2} \quad a \in S\]

where: \[p = \frac{w_1}{W_a(E_1)} \cdot \frac{w_2}{W_a(E_2)} \quad N = \begin{cases} W_a(E_1) + W_a(E_2) & \text{if } l_1 = l_2 \\ W_a(E_1) & \text{if } l_1 > l_2 \\ W_a(E_2) & \text{if } l_2 > l_1 \end{cases}\]

\[(Co) \; \frac{E \xrightarrow{a,\lambda} E'}{A \xrightarrow{a,\lambda} E'} \quad A \models E\]

**Table 11.1**: EMPA\textsubscript{gr} operational semantics
Some explanations are now in order. First of all, the operational rules give rise to an interleaving semantics, which is made possible by the memoryless property of exponential distributions. The removal of lower priority passive transitions of the same type is carried out in rules $(Ch2_l)$ and $(Ch2_r)$ for the alternative composition operator and rules $(Pa1_l)$ and $(Pa1_r)$ for the parallel composition operator by using $L_{a,(\cdot)}$. As we shall see in Theorem 11.3 and 11.4, discarding lower priority passive transitions does not compromise the achievement of the congruence property for the Markovian bisimulation equivalence. While higher priority active transitions can be prevented by a context which does not prevent lower priority active transitions (because of their different types), this cannot happen for passive transitions as their priorities are reactive, i.e. imposed only among passive transitions of the same type. We also note that the priorities are interpreted as being global according to the classification of [62], as their scope is not limited to sequential terms but includes terms composed in parallel.

In the case of a synchronization, the evaluation of the rate of the resulting action is carried out by rules $(Sy1_l)$, $(Sy1_r)$, and $(Sy2)$ as follows. Whenever an active action synchronizes with a passive action of the same type, the rate of the resulting active action is evaluated in rules $(Sy1_l)$ and $(Sy1_r)$ by multiplying the rate of the active action by the probability of choosing the passive action. Whenever two passive actions of type $a$ synchronize, instead, the priority level and the weight of the resulting passive action are computed as described by rule $(Sy2)$. In particular, the weight is computed by multiplying the probability $p$ of independently choosing the two original actions by the normalization factor $N$. As explained in Sect. 11.7.1, $N$ is given by the overall weight of the passive transitions of type $a$ with maximum priority level executable by $E_1$ and $E_2$, computed by using $W_a(\cdot)$.

**Definition 11.5** The integrated interleaving semantics of $E \in G$ is the RMSTS

$$\mathcal{I}[E] = (\mathcal{G}_E, \mathsf{AType}, \longrightarrow_E, E)$$

where $\mathcal{G}_E$ is the set of terms reachable from $E$ according to MSTS $(\mathcal{G}, \mathsf{AType}, \longrightarrow)$ and $\longrightarrow_E$ is the restriction of $\longrightarrow$ to transitions between terms in $\mathcal{G}_E$. We say that $E \in G$ is performance closed if and only if $\mathcal{I}[E]$ does not contain passive transitions.

We conclude by recalling that from $\mathcal{I}[E]$ two projected semantic models can be obtained by essentially dropping action rates or action types, respectively. Before applying such a transformation to $\mathcal{I}[E]$, lower priority active transitions are pruned because $E$ is considered to be a closed system, i.e. it is no longer to be composed with other terms as it describes the whole system we are interested in. The functional semantics $\mathcal{F}[E]$ is a standard LTS whose transitions are decorated with action types only. The Markovian semantics $\mathcal{M}[E]$ is instead a CTMC or a DTMC, as seen in Sect. 11.7.2, which is well defined only if $E$ is performance closed.
11.8 The Cooperation Structure Model

In this section we present the model of cooperation structures, which allows us to represent the structure of the master-slaves synchronizations that can be performed in a system state, and we prove that the synchronization discipline for EMPA_{gr} is consistent with it. The importance of such a model is that it shows that the synchronization mechanism of EMPA_{gr} is natural and easy to understand, and in particular it justifies the choice of the priority level and the weight normalization factor of the passive action resulting from the synchronization of two passive actions.

Figure 11.5: Probabilistic cooperation scenarios

As already explained, the synchronization mechanism of EMPA_{gr} is based on a master-slaves discipline, which establishes that, in a system state, first a choice among the master actions is generatively performed, then a choice among the passive actions with which the selected master action can synchronize is reactively made. As an example, let us consider Fig. 11.5(a), which depicts a state of system $P \parallel \{a,b\} Q$. Similarly to Fig. 11.4, each circle describes the current state of a sequential process. The alternative actions currently enabled by a process are represented as labeled triangles if masters and labeled boxes if slaves, with each label being the action type. Each process chooses an action according to its attached rate. For instance, in process $P$ the intended meaning of weights $w_1$ and $w'_1$ is that the probability of choosing $a$ is proportional to $w_1$ while the probability of choosing $b$ is proportional to $w'_1$. Linked triangles/boxes denote cooperating actions. According to the master-slaves approach, there are two steps. In the first step we probabilistically choose, locally to $P$, between the two master actions $a$ and $b$ according to weights $w_1$ and $w'_1$ (master choice).

---

3In Fig. 11.5 and 11.6 we abbreviate rates simply through weights because we assume that all the occurring master actions are immediate with the same priority level and that all the occurring slave actions are passive with the same priority level.

4This dynamic system representation is not to be confused with the static system representation via flow graphs [122].
In the second step, we probabilistically choose, locally to $Q$, between the two slave actions $a$ according to weights $w_2$ and $w'_2$ or between the two slave actions $b$ according to weights $w''_2$ and $w'''_2$, depending on whether master action $a$ or $b$ wins in the first step (slave choice).

As far as the master choice is concerned, several processes may be involved. For example, consider Fig. 11.5(b), which depicts a state of system $P_1 \parallel \emptyset P_2$. Conceptually, the choice of the master action can be seen as being performed in two rounds (interprocess choice and intraprocess choice). In the first round, the interprocess choice is made according to the overall rate of each process. The overall rate of a process state is obtained by summing: the rates of the enabled exponentially timed actions if no immediate action is executable, the weights of the enabled immediate actions at the maximum priority level otherwise. Therefore, in Fig. 11.5(b) the interprocess choice is made according to weights $w_1 + w'_1$ and $w_2 + w'_2$. In the second round, a local choice is performed in the winning process according to the rates of its master actions.

**Figure 11.6**: A master-slaves cooperation scenario

In general, the selection of the action to be executed in a system state is conceptually carried out in two steps (master choice and slave choice) each composed of two rounds (interprocess choice and intraprocess choice). As an example, look at the scenario depicted in Fig. 11.6, which represents a state of system $(P_1 \parallel \emptyset P_2) \parallel_{\{a,b\}} (Q_1 \parallel \emptyset Q_2)$. In the first step a master action is chosen in two rounds. In the first round an interprocess choice takes place among the processes enabling master actions, hence we probabilistically choose between $P_1$ and $P_2$ according to weights $w_1$ and $w_2 + w'_2$. In the second round a local choice among the master actions of the process that wins the first round occurs. If $P_1$ wins, a second round is not necessary because $P_1$ can do one master action only. If $P_2$ wins, instead, a local choice between the two actions $b$ (weight $w_2$) and $c$ (weight $w'_2$) occurs in the second round. If the winning master action must not cooperate (action $c$ of $P_2$) or can be engaged in a single cooperation (action $a$ of $P_1$), then we are done. If this is not the case (action $b$ of $P_2$), a second step must be undertaken, where a slave action is chosen in two rounds. In the first round an interprocess choice takes place among the processes enabling slave actions which can cooperate with the winning master action, hence we probabilistically choose between $Q_1$ and $Q_2$ according to weights $w'_3$ and $w_4 + w'_4$. In the second round a local choice among the slave actions of the process that
wins the first round occurs. If $Q_1$ wins, a second round is not necessary. If $Q_2$ wins, instead, we locally choose between the two slave actions $b$ of $Q_2$, according to weights $w_4$ and $w'_4$. To be more precise, since a master action may be synchronized with several slave actions performed by different processes, once the master action has been chosen (through an interprocess choice followed by an intraprocess choice), we have an interprocess choice among groups of processes cooperating to perform the slave actions, followed by an intraprocess choice which is conducted independently within each process of the selected group.

In the following two sections we will present the formal definition of the model of cooperation structures and the result of consistency of the synchronization discipline of EMPA$_{gr}$ with the cooperation structure model.

### 11.8.1 Definition of the Cooperation Structure Model

In this section we formally introduce the cooperation structure model which describes the structure of the master slave cooperations performable in a system state, according to the concepts already explained, as a (interprocess and intraprocess) master choice followed by a (interprocess and intraprocess) slave choice.

Given a system state, we define a **process activity** to be an action executable by a sequential process in that state. In particular, when we speak of process activities, we distinguish among actions having the same type. For example, in the scenario of Fig. 11.6 we see the two $b$ actions executable by $P_4$ and the $b$ action executable by $P_3$ as three distinguished process activities. In order to distinguish process activities representing actions with the same type, we give a different **name** to each process activity which is unique over the whole system state. Process activities are divided into **master** and **slave** activities, depending on whether they refer to master or slave actions. Moreover given a system state, we define a **system activity** to be an action executable by the whole system in that state. System activities are divided into **local activities** and **cooperation activities** depending on whether they are composed of one process activity only or several process activities each of a different sequential process. For example, in the scenario of Fig. 11.6 we have five system activities, which are divided into one local activity and four cooperation activities.

Let us introduce some notation. We denote by $SProcs$ the set of sequential process states, i.e. the states of those processes denoted by circles in the pictures, ranged over by $P, Q, R, \ldots$. We represent a process activity as a pair $<\alpha, \lambda>$ composed of the name $\alpha$ of the activity (which uniquely identifies it in the system state) and the rate $\lambda$ of the action it refers to. We denote the set of names of process activities by $AName$, ranged over by $\alpha, \beta, \ldots$. Moreover we denote: the set of master activities by $MAct = AName \times MRate$, ranged over by $m$; the set of slave activities by $SAct = AName \times SRate$, ranged over by $s$; and the set of process activities by $PAct = MAct \cup SAct$. Finally, we represent a system activity as a pair $<m, S>$ composed of a master activity $m$ and a set of slave activities $S$. We denote the set of system activities by $SysAct = MAct \times \mathcal{P}(SAct)$. 
Master Choice

As already explained, the choice of the master activity takes place in two rounds: interprocess choice and intraprocess choice.

We preliminarily introduce some concepts and quantities on which the master choice is based. Whenever a sequential process \( P \) can perform alternative master activities \( m_{P,i} \), \( 1 \leq i \leq n \), according to the race policy we assume they are in a timed race condition. Thus, if master activities \( m_{P,i} \), \( 1 \leq i \leq n \), of \( P \) are all exponentially timed with rates \( \lambda_{P,i} \), \( 1 \leq i \leq n \), respectively, then the time to choose one of such activities is exponentially distributed with rate \( \lambda_P = \sum_{1 \leq i \leq n} \lambda_{P,i} \). Otherwise the exponentially timed ones are ruled out and the selection among the remaining \( n' \) immediate master activities \( m'_{P,i} \), \( 1 \leq i \leq n' \), of \( P \), with rate \( \infty_{l_{P,i},w_{P,i}} \), \( 1 \leq i \leq n' \), respectively, is carried out according to a prioritized-probabilistic choice based on the maximum priority level \( l_P = \max_{1 \leq i \leq n'} l_{P,i} \) and the total weight \( w_P = \sum_{1 \leq i \leq n'} l_{P,i} w_{P,i} \).

Interprocess Master Choice

The selection among processes \( P_j \), \( 1 \leq j \leq h \), enabling master activities is carried out according to the overall rates of the processes (hence again to a timed race condition). We associate with each involved process \( P_j \) a rate \( \tilde{\lambda}_{P_j} \in MRate \) representing the overall rate of the process. In particular, if all the master activities of \( P_j \) are exponentially distributed, \( \tilde{\lambda}_{P_j} \) is given by \( \lambda_{P_j} \), otherwise \( \tilde{\lambda}_{P_j} \) is given by \( \infty_{l_{P_j},w_{P_j}} \). Therefore, if all the processes are exponentially timed, the probability of choosing \( P_k \) is given by \( \lambda_{P_k} / \sum_{1 \leq j \leq h} \lambda_{P_j} \). Otherwise the exponentially timed ones are ruled out and the selection among the remaining \( h' \) processes \( P'_j \), \( 1 \leq j \leq h' \), is prioritized-probabilistic, where, if \( l_{P_k} = \max_{1 \leq j \leq h'} l_{P'_j} \), the probability of choosing \( P_k \) is given by \( w_{P_k} / \sum_{1 \leq j \leq h'} l_{P'_j} w_{P'_j} \).

Intraprocess Master Choice

A master activity of the previously chosen process \( P \) is locally selected with probability \( \lambda / \lambda_P \) if its rate is \( \lambda \) and all the master activities of \( P \) are exponentially timed, \( w/w_P \) if its rate is \( \infty \) with \( l = \lambda \).

Slave Choice

Once the master activity has been chosen, we have an interprocess choice among groups of processes cooperating to perform slave activities, followed by an intraprocess choice which is conducted independently within each process of the selected group.

Consider the scenario of Fig. 11.7(a), where we have two alternative system activities of \( P \parallel_{\{a\}} (Q_1 \parallel_{\{a\}} (Q_2 \parallel_{\{a\}} Q_3)) \), each formed by a three-way cooperation including the winning master activity and two cooperating slave activities. Here we have to choose which is the pair of processes which cooperate with the master activity \( \alpha \). In this particular scenario we simply have to choose which process between \( Q_2 \) and \( Q_3 \) cooperates with process \( Q_1 \). We may describe this scenario as in Fig. 11.7(b), where we have represented the two possible
system activities that can originate from the master activity of $P$ as a single cooperation tree indicating that process $Q_1$ may cooperate with either process $Q_2$ or process $Q_3$.

**Figure 11.7:** A cooperation structure

In general a cooperation tree represents a choice among a set of system activities that originate from a given master activity. A cooperation tree is a binary tree with two kinds of nodes:

- The nodes with outgoing dashed lines, which are called choice nodes, represent the fact that either activities of their lefthand subtree or activities of their righthand subtree can take part in the final system activity.

- The nodes with outgoing solid lines, which are called cooperation nodes, represent the fact that activities which are possible according to their lefthand subtree must cooperate with activities which are possible according to their righthand subtree to take part in the final system activity.

The leaves of the tree are represented by triangles. Each leaf is adjacent to a different process, where the base of the triangle singles out a subset of the slave activities of such a process (the slave activities just underneath the triangle base; see also Fig. 11.8(b)). The intended meaning of the leaf is that one and only one slave activity in this set can take part in the final system activity.

We represent cooperation trees as terms $CT$ where choice nodes are denoted by $CT \lor CT$, cooperation nodes by $CT \land CT$, and leaves by sets $S$ of slave activities.

**Definition 11.6** The syntax of cooperation trees is defined as follows:

$$CT ::= S \mid CT \lor CT \mid CT \land CT$$

where $S$ are nonempty sets of process activities such that all process activities in $S$ belong to a common process, hereafter denoted by $\text{proc}(S)$, and every $S$ occurring in a term $CT$ refers to a different process. We denote by $CTrees$ the set of cooperation trees.
The root of a cooperation tree is connected with a solid line to the master activity it refers to. The pair composed of a master activity and the connected cooperation tree is called a cooperation structure.

**Definition 11.7** A cooperation structure is a pair \((m, CT)\) composed of a master activity \(m\) and a cooperation tree \(CT\). We denote by \(CStructs\) the set of cooperation structures.

**Definition 11.8** The semantic mapping \([\cdot]_{sa}: CStructs \rightarrow \mathcal{P}(SysAct)\) which associates a set of system activities with a cooperation structure is defined in Table 11.2.

\[
\begin{align*}
[m, S]_{sa} &= \{\langle m, \{s\}\rangle \mid s \in S\} \\
[m, CT_1 \vee CT_2]_{sa} &= [m, CT_1]_{sa} \cup [m, CT_2]_{sa} \\
[m, CT_1 \wedge CT_2]_{sa} &= \{\langle m, S_1 \cup S_2\rangle \mid \langle m, S_1\rangle \in [m, CT_1]_{sa} \land \langle m, S_2\rangle \in [m, CT_2]_{sa}\}
\end{align*}
\]

**Table 11.2:** Set of system activities described by a cooperation structure

Note that a cooperation structure represents a set of possible system activities such that each process participating in the cooperation can independently choose its own participating slave activity (one among those singled out by the leaf adjacent to such a process).

As we will formally show in Sect. 11.8.2, in the case of system states representable by EMPA\(_{gr}\) terms, the set of system activities that originate from a winning master activity can always be represented by a cooperation structure. This is due to the fact that in EMPA\(_{gr}\) synchronization is based on action types, so, as explained in Sect. 6, if several processes are required to cooperate with a winning master activity of a certain type, then each cooperating process can independently choose one of its executable slave activities among those with that type. As a consequence, in EMPA\(_{gr}\) it is not necessary to break again the symmetry of cooperations at the level of the slave activities, e.g. by designating some activities as submaster activities, in order to have a clear model of synchronization.

For example, a scenario like that represented in Fig. 11.8(a), which is similar to the “problematic” scenario of Fig. 11.4 but at the level of slave cooperation, cannot arise in EMPA\(_{gr}\). First of all we observe that such a scenario, where \(Q_1\) and \(Q_2\) cannot independently choose their own participating activity, is not representable by a cooperation tree. This can be formally seen as follows. Since for a given master activity we can have only a cooperation tree and each leaf must be adjacent to a different process, the only cooperation structure that could represent the scenario of Fig. 11.8(a) (hence that refers to all activities \(\alpha_1, \beta_1, \alpha_2,\) and \(\beta_2\) and that makes processes \(Q_1\) and \(Q_2\) cooperate with the master activity \(\alpha\)) is that of Fig. 11.8(b). However, the scenario described in Fig. 11.8(b) is different from that of Fig. 11.8(a) because it represents independent
local choices of the participating activity of $Q_1$ and $Q_2$, hence it admits all possible cooperations between activities of $Q_1$ and activities of $Q_2$ (hence gives rise to 4 system activities instead of 2). On the other hand, a scenario like that of Fig. 11.8(a) cannot arise from an EMPA$_{gr}$ term. This because, since all the slave activities that cooperate with the master activity $\alpha$ must have the same action type $a$, the only term from which a scenario like that of Fig. 11.8(a) could arise is $P \parallel \{a\} (Q_1 \parallel \{a\} Q_2)$, where $\alpha$ is executable by $P$, $\alpha_1$ and $\beta_1$ are executable by $Q_1$, and $\alpha_2$ and $\beta_2$ are executable by $Q_2$. However, since in such a term each process cooperating with the master action $a$ may independently choose its own participating slave activity, we would get all possible cooperations between activities of $Q_1$ and activities of $Q_2$, hence again 4 system activities instead of 2. Note that the structure of the cooperations performable in the EMPA$_{gr}$ term described above is, instead, indeed representable by a cooperation tree: it is represented exactly by the cooperation tree of Fig. 11.8(b).

Supposing that the slave choice can always be represented by a cooperation tree leads to the possibility of a fairly simple method based on priorities and probabilities to choose the group of slave processes that must cooperate with the winning master process. For example, in the cooperation structure of Fig. 11.7(b), the choice is done, similarly to the case of the interprocess master choice, by considering the maximum priority levels $l_{Q_2}$ and $l_{Q_3}$ and the total weights $w_{Q_2}$ and $w_{Q_3}$ of the slave activities of $Q_2$ and $Q_3$ singled out by the leaves of the cooperation tree. Since $l_{Q_2} = l = l_{Q_3}$, the choice is done probabilistically according to total weights $w_{Q_2} = w_2$ and $w_{Q_3} = w_3$. Once the set of processes that must cooperate to perform the slave activity is established, similarly to the case of the intraprocess master choice each process may independently choose one of the slave activities singled out by the corresponding leaf of the cooperation tree according to their priorities and weights.
Interprocess Slave Choice

The choice among the groups of processes that can cooperate with the selected master activity is carried out according to a prioritized-probabilistic choice. Hence, given a cooperation tree, each group of cooperating processes is given a priority level and a weight. Since the probabilistic choice must be performed only among the groups of processes with the highest priority, we only consider the weight distribution over such groups of processes.

Definition 11.9 Given an arbitrary set $\Gamma$, $\text{WDist}_\Gamma$ is the set of weight distributions over subsets of $\Gamma$, i.e. partial functions $\text{wd}_\Gamma : \mathcal{P}(\Gamma) \rightarrow \mathbb{R}_+$.

We now define a semantic mapping that associates with every cooperation tree a priority level $l \in \mathbb{N}_+$, which is the highest priority level of the groups of cooperating processes determined by the tree, and a process weight distribution $\text{wd}_{\text{SProcs}} \in \text{WDist}_{\text{SProcs}}$, which is the weight distribution over the groups of cooperating processes with the highest priority level (the domain of the weight distribution).

Definition 11.10 The semantic mappings $\{\}_\text{pri} : \text{CTrees} \rightarrow \mathbb{N}_+$, which associates a priority level with a cooperation tree, and $\{\}_\text{pwd} : \text{CTrees} \rightarrow \text{WDist}_{\text{SProcs}}$, which associates a process weight distribution with a cooperation tree, are defined in Table 11.3.

In the case of a leaf $S$, its priority level is the maximum priority level of the process activities in $S$, while its process weight distribution is defined only over the singleton composed of the process owner of the activities in $S$ and associates with it the sum of the weights of the activities in $S$ which have the maximum priority level.

In the case of a choice node $CT_1 \lor CT_2$, its priority level is the maximum of the priority levels of $CT_1$ and $CT_2$. As far as its weight distribution is concerned, we have three cases. If the priority level of $CT_1$ is equal to the priority level of $CT_2$, then we consider all the groups of processes in both $[CT_1]_\text{pwd}$ and $[CT_2]_\text{pwd}$ with weights unchanged. If the priority level of $CT_1$ ($CT_2$) is greater than the priority level of $CT_2$ ($CT_1$), then we consider only the sets of processes in $[CT_1]_\text{pwd}$ ($[CT_2]_\text{pwd}$) with weight unchanged.

In the case of a cooperation node $CT_1 \land CT_2$, we consider all the groups of processes that can be obtained as the union of a group of processes $sprocs_1$ of $[CT_1]_\text{pwd}$ and a group of processes $sprocs_2$ of $[CT_2]_\text{pwd}$. Since we want that the choice of the group of cooperating processes among those in $[CT_1]_\text{pwd}$ is performed independently from the choice of the group of cooperating processes among those in $[CT_2]_\text{pwd}$, we take as probability for $sprocs_1 \cup sprocs_2$ the product of the probabilities of $sprocs_1$ and $sprocs_2$. Similarly to the synchronization of passive actions in EMPA$_{gr}$, such a probability is then normalized so that the total weight of $CT_1 \land CT_2$ is equal to the overall weight of the lefthand and righthand subtrees at the maximum level of priority, which is taken to be the priority level of $CT_1 \land CT_2$.

5Due to the conditions in the syntax of terms $CT$, we have that $[CT_1]_\text{pwd}$ and $[CT_2]_\text{pwd}$ cannot include a common group of processes.
\[
[S]_{\text{pri}} = \max\{l \mid <\alpha, *_{l,w}> \in S\}
\]
\[
[S]_{\text{pwd}} = \{(\text{proc}(S), \sum w \mid <\alpha, *_{l,w}> \in S \land l = [S]_{\text{pri}})\}
\]

\[
[CT_1 \lor CT_2]_{\text{pri}} = \max\{[CT_1]_{\text{pri}}, [CT_2]_{\text{pri}}\}
\]
\[
[CT_1 \lor CT_2]_{\text{pwd}} = \begin{cases} [CT_1]_{\text{pwd}} \cup [CT_2]_{\text{pwd}} & \text{if } [CT_1]_{\text{pri}} = [CT_2]_{\text{pri}} \\ [CT_1]_{\text{pwd}} & \text{if } [CT_1]_{\text{pri}} > [CT_2]_{\text{pri}} \\ [CT_2]_{\text{pwd}} & \text{if } [CT_2]_{\text{pri}} > [CT_1]_{\text{pri}} \end{cases}
\]

\[
[CT_1 \land CT_2]_{\text{pri}} = \max\{[CT_1]_{\text{pri}}, [CT_2]_{\text{pri}}\}
\]
\[
[CT_1 \land CT_2]_{\text{pwd}} = \{(\text{sprocs}_1 \cup \text{sprocs}_2, TW([CT_1]_{\text{pwd}}) \cdot TW([CT_2]_{\text{pwd}}) \cdot N_{CT_1, CT_2}) \mid (\text{sprocs}_1, w_1) \in [CT_1]_{\text{pwd}} \land (\text{sprocs}_2, w_2) \in [CT_2]_{\text{pwd}}\}
\]

\[
N_{CT_1, CT_2} = \begin{cases} TW([CT_1]_{\text{pwd}}) + TW([CT_2]_{\text{pwd}}) & \text{if } [CT_1]_{\text{pri}} = [CT_2]_{\text{pri}} \\ TW([CT_1]_{\text{pwd}}) & \text{if } [CT_1]_{\text{pri}} > [CT_2]_{\text{pri}} \\ TW([CT_2]_{\text{pwd}}) & \text{if } [CT_2]_{\text{pri}} > [CT_1]_{\text{pri}} \end{cases}
\]
\[
TW(wd_\Gamma) = \sum \| wd_\Gamma(G) \mid G \in \mathcal{P}(\Gamma) \|
\]

**Table 11.3:** Priority level and process weight distribution of a cooperation tree

We now show that the adoption of the values above for the priority level and the total weight of \(CT_1 \land CT_2\), which may seem to be somehow arbitrary, leads to a simple way to determine, from a given cooperation tree, a tree with prioritized-probabilistic branches representing the choice of a group of cooperating slave processes. As we will formally show in Sect. 11.8.2, the adoption of such values derives directly from the choice of the particular priority level and weight normalization factor adopted for passive action synchronization in the EMPA\(_{gr}\) semantics (see Sect. 7). Therefore this provides also a justification for such a choice in EMPA\(_{gr}\).

It is easy to see that the process weight distribution derived according to the rules of Table 11.3 can be obtained by performing, for each choice node \(CT_1 \lor CT_2\) of the cooperation tree, an independent prioritized-probabilistic choice between the lefthand subtree \(CT_1\) and the righthand subtree \(CT_2\). For \(CT \in \{CT_1, CT_2\}\), the priority level and the weight associated with the choice of \(CT\) can be simply evalu-
ated from the priority levels and the weights of the process activities singled out by the leaves of $CT$. More precisely, the priority level of $CT$ is the maximum priority level of the process activities adjacent to the leaves of $CT$ \(^6\)

$$l_{CT} = \max\{l \mid \exists S. <\alpha, *_{l, w}> \in S \land S \text{ subt } CT\}$$

and the weight of $CT$ is the total weight of the activities in the leaves of $CT$ which have priority level $l_{CT}$.

$$w_{CT} = \sum\{w \mid \exists S. <\alpha, *_{l, w}> \in S \land S \text{ subt } CT \land l = l_{CT}\}$$

In order to show that the rules of Table 11.3 give rise to the simple interpretation above, it is just sufficient to prove that, given a choice node $CT_1 \lor CT_2$, for $CT \in \{CT_1, CT_2\}$ we have $l_{CT} = [CT]_{pwd}$ and $w_{CT} = TW([CT]_{pwd})$. This stems from the following theorem.

**Theorem 11.1** For each cooperation tree $CT$, $l_{CT} = [CT]_{pri}$ and $w_{CT} = TW([CT]_{pwd})$.

**Proof:** An easy induction on the syntactical structure of $CT$, in which the definitions of $[CT]_{pri}$ and $[CT]_{pwd}$ of Table 11.3 are considered. In particular, in the case of a cooperation node the result holds because from the induction hypothesis it follows that

$$TW([CT_1 \land CT_2]_{pwd}) = N_{CT_1, CT_2} = w_{CT_1 \land CT_2}$$

\(\Box\)

**Intraprocess Slave Choice**

The actual slave activities executed by the winning group $P_1, \ldots, P_n$ of cooperating slave processes (with possibly $n = 1$) are locally determined by every process of the group. Each process $P_i$ in this group independently chooses a slave activity according to a prioritized-probabilistic choice among the slave activities in the set $S_i$ singled out by the corresponding leaf of the cooperation tree.

Now we define $[CT]_{awd}$, which describes how system activities are probabilistically chosen according to $CT$, accounting for both the interprocess and the intraprocess slave choice, by associating a weight with every set of cooperating slave activities $\{s_1, \ldots, s_n\}$. $[CT]_{awd}$ is derived from $[CT]_{pwd}$ as follows. In order to determine the weight of $[CT]_{awd}(\{s_1, \ldots, s_n\})$, where $s_i$ is such that its priority level is the maximum priority level of the activities in the leaf $S_i$ of $CT$ it belongs to, the weight of $[CT]_{pwd}(\{\text{proc}(S_1), \ldots, \text{proc}(S_n)\})$ is multiplied by the probability that each activity $s_i$ is independently chosen by its process $\text{proc}(S_i)$.

\(^6\)We denote by $\text{subt}$ the subterm relationship, i.e. $CT \text{ subt } CT'$ if $CT$ is a subterm of $CT'$. 
Definition 11.11 The semantic mapping $\text{awd} : \text{CTrees} \rightarrow \text{WDist}_{SAct}$ which associates a weight distribution over groups of cooperating slave activities with a cooperation tree is defined by

$$
\text{awd}([\text{CT}]) = \left\{ \left( \begin{array}{c} \alpha_i, l_i, w_i \end{array} \right) \mid 1 \leq i \leq n \right\} \exists S_1, \ldots, S_n \text{ subt CT}.

(\forall i, j \in \{1, \ldots, n\}. i \neq j \Rightarrow S_i \neq S_j) \land

(\forall i \in \{1, \ldots, n\}. \alpha, l_i, w_i \in S_i \land l_i = \max \{ l \mid \alpha, l, w \in S_i \}) \land

w = \text{pwd}(...).

11.8.2 Consistency with the Cooperation Structure Model

In this section we prove that the synchronization discipline of EMPA$_{gr}$ is consistent with the cooperation structure model by showing that the calculations of the rates of the synchronizations are consistent with those resulting from the cooperation structures. This is accomplished by introducing the mapping $\text{csm} : \mathcal{G} \rightarrow \mathcal{P}(\text{AType} \times (\mathcal{CStructs} \cup \{ \bot \} \times \text{CTrees}) \cup (\text{MAct} \times \{ \bot \}))$ defined in Table 11.4. This mapping associates with every term a set of pairs, each composed of an action type and a possibly incomplete cooperation structure. As we shall see, the generated cooperation structures are related to the actions executable by the given term, while the action types occurring in the pairs are simply used to correctly generate the cooperation structures.

As can be noted in the rule for the action prefix operator, a cooperation structure can be incomplete in the sense that either its master or its cooperation tree is absent ($\bot$). In general, during the application of the rules in Table 11.4, the former case happens when several groups of passive actions of the same type have not been synchronized yet with an active action of that type, while the latter case happens when an active action has not been synchronized yet with passive actions of the same type. We observe that the cooperation structures generated for a performance closed term are all endowed with a master. In the table, we use $\overline{m}$ to range over $\text{MAct} \cup \{ \bot \}$ and $\overline{CT}$ to range over $\text{CTrees} \cup \{ \bot \}$.

Since the names of master and slave activities must be unique, in each generated cooperation structure such names are taken from the set $\text{Loc}$ of locations defined by the following syntax:

$$
\sigma ::= \bullet | +\sigma | +\downarrow\sigma | \|\sigma | \|\downarrow\sigma
$$

Names are initialized to $\bullet$ in the rule for the action prefix operator and then updated in the rules for the alternative and parallel composition operators. In particular, updating slave activity names is carried out through function $\text{Upd} : (\text{CTrees} \cup \{ \bot \}) \times \text{Dir} \rightarrow \text{CTrees} \cup \{ \bot \}$ defined in the second part of Table 11.5, where $\text{Dir} = \{ +\uparrow, +\downarrow, \|\uparrow, \|\downarrow \}$ is a set of directions ranged over by $\delta$.

As far as the rule for the alternative composition operator is concerned, we observe that two cooperation trees (of the two subterms) must be combined whenever the related action types coincide and the related masters are absent, because such trees represent two alternative groups of slaves which can be subsequently synchronized with the same active action of the given type. The combination is carried out through a choice node if at least one of the two trees is not a leaf, by a single leaf obtained by joining the two original ones otherwise.
\[
\begin{align*}
\mathcal{L}_{\text{com}} &= \emptyset \\
<l, \lambda, E>_{\text{com}} &= \begin{cases}
\{(a, (<\emptyset, \lambda>, \perp))\} & \text{if } \lambda \in \text{MRate} \\
\{(a, (\perp, <\emptyset, \lambda>))\} & \text{if } \lambda \in \text{SRate}
\end{cases} \\
[E/L]_{\text{com}} &= \{(a, (\overline{m}, CT)) \mid (a, (\overline{m}, CT)) \in [E]_{\text{com}} \land a \not\in L \cup \{\tau\} \} \cup \\
\{\tau, (\langle\sigma, \lambda, CT\rangle) \mid \exists a \in L \cup \{\tau\}, (a, \langle\sigma, \lambda, CT\rangle) \in [E]_{\text{com}} \} \cup \\
\{\tau, (\perp, (\perp, CT)) \mid \exists a \in L \cup \{\tau\}, (a, (\perp, CT)) \in [E]_{\text{com}} \} \}
\end{align*}
\]

\[
\begin{align*}
\text{CT} & \quad \text{CT} \\
\text{CT} & \quad \text{CT} \\
\text{CT} & \quad \text{CT} \\
\text{CT} & \quad \text{CT}
\end{align*}
\]

\[
\begin{align*}
[f\varphi]_{\text{com}} &= \{(\varphi(a), (\langle\sigma, \lambda, CT\rangle) \mid (a, (\langle\sigma, \lambda, CT\rangle) \in [E]_{\text{com}} \} \cup \\
\{\varphi(a), (\perp, CT) \mid \exists (b, (\perp, CT)) \in [E]_{\text{com}}, b \in L \cup \{\tau\} \} \}
\end{align*}
\]

\[
\begin{align*}
\text{CT} & \quad \text{CT} \\
\text{CT} & \quad \text{CT} \\
\text{CT} & \quad \text{CT} \\
\text{CT} & \quad \text{CT}
\end{align*}
\]

\[
\begin{align*}
\mathcal{A}_{\text{com}} &= [E]_{\text{com}} \quad \text{if } A \equiv E
\end{align*}
\]

Table 11.4: Cooperation structure model of an EMPA gr term
As far as the rule for the parallel composition operator is concerned, we note that two cooperation trees (of the two subterms) must be combined in two cases whenever the related action types coincide. In the former case, the type is not in the synchronization set and both masters are absent, which means that the two trees represent two alternative groups of slaves residing on different sequential processes which are independent of each other (i.e. do not cooperate) w.r.t. the given type. In this case, the two trees are combined through a choice node. In the latter case, instead, the type is in the synchronization set and at least one of the two masters is absent, which means that the two trees represent two groups of slaves residing on different sequential processes which synchronize w.r.t. the given type. In this case, the two trees are combined through a cooperation node. In order to take incomplete cooperation trees into account, the actual combinator we use is \( \Delta : (\text{CTrees} \cup \{\bot\}) \times (\text{CTrees} \cup \{\bot\}) \rightarrow \text{CTrees} \cup \{\bot\} \) defined in the first part of Table 11.5.

Note that, since in the definition of the mapping for a term \( E \) only the actions immediately enabled in the state \( E \) are considered (i.e., in the rule for the action prefix operator no induction is performed on \( E \)) and since the mapping is applied to guarded terms only, we always obtain as a mapping of a term a finite set of finite (possibly incomplete) cooperation structures.

We are now in a position to prove that the synchronization discipline of EMPA_{gr} is consistent with the cooperation structure model by showing the equality between the rates associated with the actions executable by a given term and the rates derived, according to the formulas presented in Sect. 11.8.1, from the typed (possibly incomplete) cooperation structures generated for that term.

**Theorem 11.2** For all \( E \in \mathcal{G} \)
11.9 Markovian Bisimulation Equivalence

In this section we equip EMPA\(_{gr}\) with a Markovian bisimulation equivalence, which relates systems having the same functional, probabilistic, prioritized and exponentially timed behavior. We then show that such an equivalence is a congruence, thus providing support for compositional manipulation, and we give a sound and complete axiomatization for nonrecursive process terms.

Our Markovian bisimulation equivalence is inspired by the probabilistic bisimulation equivalence of [117], according to which two equivalent terms must have the same aggregated probability to reach the same equivalence class of terms by executing actions of the same type and priority level.

In the case of exponentially timed actions, we have to take into account not only the transition probabilities but also the state sojourn times. Because of the adoption of the race policy (see Sect. 11.2), this can be easily accomplished by considering the aggregated rate with which an equivalence class is reached by a term by executing actions of the same type. As an example, it must hold that

\[
\langle a, \lambda_1 \rangle.E + \langle a, \lambda_2 \rangle.E \sim_{MB} \langle a, \lambda_1 + \lambda_2 \rangle.E
\]

This treatment of rates, originally proposed in [107], is basically the same as that of the exact aggregation for CTMCs called ordinary lumping [147] (see Chapter 2) which preserves performance behavior, thus establishing a clear connection between the Markovian bisimulation equivalence and the ordinary lumping. In the case of immediate and passive actions, instead, the probabilistic bisimulation equivalence must be rephrased in terms of weights. As an example, it must hold that

\[
\langle a, w_1 \rangle.E + \langle a, w_2 \rangle.E \sim_{MB} \langle a, w_1 + w_2 \rangle.E
\]

This treatment of weights was originally proposed in [150].

We are now in a position of defining our Markovian bisimulation equivalence.

**Definition 11.12** We define function priority level \(PL : ARate \rightarrow \mathbb{Z}\) by:
and we extend the real number summation to rates of the same priority level as follows:

\[
\infty_{i,w_1} + \infty_{i,w_2} = \infty_{i,w_1 + w_2}
\]

\[
*_{i,w_1} + *_{i,w_2} = *_{i,w_1 + w_2}
\]

We then define partial function aggregated rate \( \text{Rate} : G \times \text{ATYPE} \times \mathbb{Z} \times \mathcal{P}(G) \to \mathbb{R} \) by:

\[
\text{Rate}(E,a,l,C) = \sum \{ \lambda | \exists E' \in C. E \xrightarrow{a,\lambda} E' \land \text{PL}(\lambda) = l \}
\]

with \( \text{Rate}(E,a,l,C) = \bot \) whenever the multiset above is empty.

**Definition 11.13** An equivalence relation \( B \subseteq G \times G \) is a Markovian bisimulation if and only if, whenever \((E_1, E_2) \in B\), then for all \( a \in \text{ATYPE} \), \( l \in \mathbb{Z} \), and equivalence classes \( C \in G/B \)

\[
\text{Rate}(E_1,a,l,C) = \text{Rate}(E_2,a,l,C)
\]

**Proposition 11.1** Let \( \sim_{MB} \) be the union of all the Markovian bisimulations over \( G \). Then \( \sim_{MB} \) is the largest Markovian bisimulation over \( G \).

**Proof:** Let us preliminarily demonstrate that \( B = (\cup_{i \in I} B_i)^+ \) is a Markovian bisimulation whenever so is \( B_i \) for all \( i \in I \). Once observed that \( B \) is an equivalence relation because it is the transitive closure of the union of equivalence relations, assume that \((E_1, E_2) \in B\). Since \( B = \cup_{n \in \mathbb{N}} B^{(n)} \) where \( B^{(n)} = (\cup_{i \in I} B_i)^n \), we have \((E_1, E_2) \in B^{(n)}\) for some \( n \in \mathbb{N} \). The result follows by proving by induction on \( n \in \mathbb{N} \) that, whenever \((E_1, E_2) \in B^{(n)}\), then \( \text{Rate}(E_1,a,l,C) = \text{Rate}(E_2,a,l,C) \) for all \( a \in \text{ATYPE} \), \( l \in \mathbb{Z} \), and \( C \in G/B \).

- If \( n = 1 \) then \((E_1, E_2) \in B_i \) for some \( i \in I \). Let \( G/B_i = \{ C_{i,j} | j \in J_i \} \). Since \((E_1, E_2) \in B_i \), implies \((E_1, E_2) \in B_i \), we have that for each \( C_{i,j} \in G/B_i \) there exists \( C \in G/B \) such that \( C_{i,j} \subseteq C \), so each equivalence class of \( B \) can be written as the union of a set of equivalence classes of \( B_i \). As a consequence, for all \( a \in \text{ATYPE} \), \( l \in \mathbb{Z} \), and \( C \in G/B \), if \( C = \cup_{j \in J_i} C_{i,j} \) where \( J_i' \subseteq J_i \), then \( \text{Rate}(E_1,a,l,C) = \sum \{ \text{Rate}(E_1,a,l,C_{i,j}) | j \in J_i' \} \) = \( \sum \{ \text{Rate}(E_2,a,l,C_{i,j}) | j \in J_i' \} \) = \( \text{Rate}(E_2,a,l,C) \) because \( B_i \) is a Markovian bisimulation.

- If \( n > 1 \) from \((E_1, E_2) \in B^{(n)} \) we derive that there exists \( F \in G \) such that \((E_1, F) \in B^{(n-1)} \) and \((F, E_2) \in B_i \) for some \( i \in I \). Thus for all \( a \in \text{ATYPE} \), \( l \in \mathbb{Z} \), and \( C \in G/B \), it turns out \( \text{Rate}(E_1,a,l,C) = \text{Rate}(F,a,l,C) \) by the induction hypothesis and \( \text{Rate}(F,a,l,C) = \text{Rate}(E_2,a,l,C) \) by applying the same argument as the previous point.

Now, let us turn to the result we have to prove. By definition, \( \sim_{MB} \) contains the largest Markovian bisimulation. If we prove that \( \sim_{MB} \) is a Markovian bisimulation, then we are done. Since \( \sim_{MB} \subseteq \sim_{MB}^+ \)
trivially holds and $\sim^+_{MB} \subseteq \sim_{MB}$ is due to the fact that $\sim^+_{MB}$ is a Markovian bisimulation, by virtue of what is demonstrated above, and that $\sim_{MB}$ contains all the Markovian bisimulations by definition, we have $\sim_{MB} = \sim^+_{MB}$. Again $\sim^+_{MB}$ is a Markovian bisimulation because of what is demonstrated above, hence so is $\sim_{MB}$.

**Definition 11.14** We call $\sim_{MB}$ the Markovian bisimulation equivalence.

In the following we define the notion of Markovian bisimulation up to $\sim_{MB}$, an extended version of the bisimulation up to bisimulation equivalence of [122], which is helpful to avoid redundancy when constructing Markovian bisimulations. For example, suppose that we want to show that two terms $E_1$ and $E_2$ are Markovian bisimulation equivalent by constructing a Markovian bisimulation $B$ such that $(E_1, E_2) \in B$. Moreover suppose that in order to do that we need to include both pairs $(F_1 \parallel S F_2, F_3)$ and $(F_2 \parallel S F_1, F_3)$ in $B$. Since $(F_2 \parallel S F_1, F_3)$ trivially derives from $(F_1 \parallel S F_2, F_3)$ because $F_1 \parallel S F_2 \sim_{MB} F_2 \parallel S F_1$, we can just avoid including the redundant $(F_2 \parallel S F_1, F_3)$ by constructing a Markovian bisimulation up to $\sim_{MB}$ that includes $(F_1 \parallel S F_2, F_3)$ only. As we will see, finding a Markovian bisimulation up to $\sim_{MB}$ including the pair $(E_1, E_2)$ is a sufficient condition in order to show that $E_1$ and $E_2$ are Markovian bisimulation equivalent.

**Definition 11.15** A relation $B \subseteq G \times G$ is a Markovian bisimulation up to $\sim_{MB}$ if and only if, whenever $(E_1, E_2) \in B$, then for all $a \in AType$, $l \in \mathbb{Z}$, and $C \in G/(B \cup B^{-1} \cup \sim_{MB})^+$

$$Rate(E_1, a, l, C) = Rate(E_2, a, l, C)$$

Our definition of Markovian bisimulation up to $\sim_{MB}$ improves those previously given for other Markovian process algebras in that it fixes some inaccuracies present in the definition of [107, 27] and further eliminates redundancy in Markovian bisimulations w.r.t. the definition of [99]. The problem with the definition of [107, 27] is that, instead of the relation $(B \cup B^{-1} \cup \sim_{MB})^+$, it considers $\sim_{MB} B \sim_{MB}$ which in general, as we will show, is not an equivalence relation even if $B$ is supposed to be an equivalence relation. For instance, if $B$ is defined as follows:

$$B = Id_G \cup \{(a, \lambda), 0, 0, (a, \lambda), 0\} \cup \{(b, \mu), 0, 0, (b, \mu), 0\}$$

where $Id_G$ is the identity relation over $G$, then $B$ is an equivalence relation but $\sim_{MB} B \sim_{MB}$ is not transitive. This can be shown as follows. It holds that:

$$<a, \lambda> \sim_{MB} <a, \lambda> \sim_{MB} \emptyset \sim_{MB} \emptyset$$

$$\emptyset \sim_{MB} \emptyset \sim_{MB} \emptyset \sim_{MB} <b, \mu> \emptyset$$

but it is not the case that:

$$<a, \lambda> \sim_{MB} B \sim_{MB} <b, \mu> \emptyset$$
It is easy to see that the relation \((B \cup B^{-1} \cup \sim_{MB})^+\) that we consider is indeed an equivalence relation for any given relation \(B\). In particular \(Id_G \subseteq (B \cup B^{-1} \cup \sim_{MB})^+\) because \(Id_G \subseteq \sim_{MB}\).

As for the definition of \([99]\), where \(B\) is required to be a symmetric relation and the relation \((B \cup \sim_{MB})^+\) is considered, our definition further eliminates redundancy in that we do not have to include symmetric pairs in a Markovian bisimulation up to \(\sim_{MB}\).

The following proposition shows that the new definition of bisimulation up to can indeed be used to prove equivalence of terms.

**Proposition 11.2** If \(B \subseteq G \times G\) is a Markovian bisimulation up to \(\sim_{MB}\) and \((E_1, E_2) \in B\), then \(E_1 \sim_{MB} E_2\).

**Proof:** We first prove that \((B \cup B^{-1} \cup \sim_{MB})^+\) is a Markovian bisimulation. Let \(B' = B \cup B^{-1}\). By proceeding by induction on \(n \in \mathbb{N}_+\) we show that, whenever \((E_1, E_2) \in (B' \cup \sim_{MB})^n\), then for all \(a \in A\), \(l \in \mathbb{Z}\), and \(C \in G/(B' \cup \sim_{MB})^+\) we have that \(\text{Rate}(E_1, a, l, C) = \text{Rate}(E_2, a, l, C)\).

- If \(n = 1\), then \((E_1, E_2) \in B' \cup \sim_{MB}\). If \((E_1, E_2) \in B'\) then the result trivially follows from the fact that \(B\) is a Markovian bisimulation up to \(\sim_{MB}\). If \((E_1, E_2) \in \sim_{MB}\) we observe that, since \(\sim_{MB} \subseteq (B' \cup \sim_{MB})^+\), each equivalence class of \((B' \cup \sim_{MB})^+\) can be written as the union of some equivalence classes of \(\sim_{MB}\). As a consequence, for all \(a \in A\), \(l \in \mathbb{Z}\), and \(C \in G/(B' \cup \sim_{MB})^+\), it turns out \(\text{Rate}(E_1, a, l, C) = \text{Rate}(E_2, a, l, C)\), because \(E_1 \sim_{MB} E_2\).

- Let \(n > 1\). From \((E_1, E_2) \in (B' \cup \sim_{MB})^n\) we derive that there exists \(F \in G\) such that \((E_1, F) \in (B' \cup \sim_{MB})^{n-1}\) and \((F, E_2) \in B' \cup \sim_{MB}\). Thus for all \(a \in A\), \(l \in \mathbb{Z}\), and \(C \in G/(B' \cup \sim_{MB})^+\), it turns out \(\text{Rate}(E_1, a, l, C) = \text{Rate}(F, a, l, C)\) by the induction hypothesis, and \(\text{Rate}(F, a, l, C) = \text{Rate}(E_2, a, l, C)\) by applying the same argument as the previous point.

To complete the proof, we observe that \(B \subseteq (B' \cup \sim_{MB})^+\), and \((B' \cup \sim_{MB})^+ \subseteq \sim_{MB}\) because \((B' \cup \sim_{MB})^+\) is a Markovian bisimulation, hence \(B \subseteq \sim_{MB}\) by transitivity. \(\square\)

In the following we shall show that \(\sim_{MB}\) is a congruence for all the operators of EMPA_{gr} and for recursive definitions.

**Theorem 11.3** Let \(E_1, E_2 \in G\). If \(E_1 \sim_{MB} E_2\) then:

1. For all \(<a, \lambda> \in Act\), \(<a, \lambda>.E_1 \sim_{MB} <a, \lambda>.E_2\).
2. For all \(L \subseteq A\), \(E_1/L \sim_{MB} E_2/L\).
3. For all \(\varphi \in A\), \(E_1[\varphi] \sim_{MB} E_2[\varphi]\).
4. For all \(F \in G\), \(E_1 + F \sim_{MB} E_2 + F\) and \(F + E_1 \sim_{MB} F + E_2\).
5. For all \(F \in G\) and \(S \subseteq A\), \(E_1 \parallel_S F \sim_{MB} E_2 \parallel_S F\) and \(F \parallel_S E_1 \sim_{MB} F \parallel_S E_2\).
Proof: See Appendix B.2.

We observe that the congruence result above holds because the operational semantics is defined in such a way that lower priority active transitions are not pruned. If this were not the case, we would have e.g. \(<a_1, \lambda> \not\sim \{a_2, \infty, w\} \not\sim_{\text{MB}} <a_2, \infty, w>\) as both terms would have only one transition labeled with \(<a_2, \infty, w>\), but \(<a_1, \lambda> + <a_2, \infty, w, 0>\) \not\sim_{\text{MB}} <a_2, \infty, w>\) because the first term has a transition labeled with action \(<a_1, \lambda>\) while the second term has no transitions at all. On the contrary, the removal of lower priority passive actions of a given type does not cause any problem.

Theorem 11.4 \(\sim_{\text{MB}}\) is a congruence w.r.t. recursive constant definitions.

Proof: See Appendix B.2.

The proof in Appendix B.2 shows that \(\sim_{\text{MB}}\) extended to open terms is a congruence w.r.t. recursive definitions by introducing a new proof technique, which leads to a smooth extension of the Milner’s technique based on bisimulation up to bisimulation equivalence [122] and solves some problems in the proofs of the same result previously proposed for Markovian process algebras [107, 27]. According to the Milner’s approach, a particular relation \(B\) is introduced such that if we are able to prove that \(B\) is a Markovian bisimulation up to \(\sim_{\text{MB}}\), then we can conclude that recursion satisfy the congruence property. In [107, 27] such a \(B\) is proven to be a Markovian bisimulation up to \(\sim_{\text{MB}}\) as follows. Given two terms \((E_1, E_2) \in B\), an action type \(a\), a priority level \(l\), and an equivalence class \(C\), the proofs show by induction on the maximum depth of the derivation of the transitions of \(E_1\) labeled with \(a\), with priority level \(l\), and reaching \(C\) that \(\text{Rate}(E_1, a, l, C) = \text{Rate}(E_2, a, l, C)\). \(^7\) In the inductive step of the proof several cases arise depending on the outermost operator \(op\) of \(E_1\) and \(E_2\) as in Milner’s proof. As far as static operators are concerned (i.e. functional abstraction, functional relabeling, and parallel composition), the proofs in [107, 27] wrongly assume that all the terms that, when applied the static operator \(op\), belong to \(C\) are equivalent, i.e. they form a single equivalence class. As an example, for \(op = "/L"\) we have that in general \(\{E \mid E/L \in C\}\) is not an equivalence class. This can be seen by considering the terms \(<a, \lambda> \not\sim \{a, b\}\) and \(<b, \mu> \not\sim \{a, b\}\): they obviously belong to the same equivalence class \(C\), but \(<a, \lambda> \not\sim_{\text{MB}} <b, \mu>\). Therefore, we cannot apply the induction hypothesis to conclude that \(E_1 \equiv E_1'/L\) and \(E_2 \equiv E_2'/L\) have the same aggregated rate to reach \(C\) when performing transitions of type \(a\) and priority level \(l\). In order to solve such a problem, we observe that the terms that belong to \(C\) when applied the operator \(op\) form in general several equivalence classes \(C_i\), \(i \in I\). As an example, for \(op = "/L"\) we have that \(\{E \mid E/L \in C\} = \bigcup_{i \in I} C_i\). Therefore we should be able to apply the induction hypothesis to each class \(C_i\). Unfortunately, this can be done only for the sets \(C_i\) that are actually reachable from \(E_i\) via transitions of type \(a\) and priority level \(l\) (the maximum depth of such transitions is certainly less than the depth of transitions from \(E_1\) to \(C\)). For the other sets \(C_i\) we would need a converse argument related to the transitions of \(E_i\). The simplest solution is

\(^7\)To be precise in [107], where only exponential actions and weighted passive actions without priority levels are considered, the metavariable \(l\) may just assume two values, one for referring to exponential actions and one for referring to passive actions.
\[(A_1) \quad (E_1 + E_2) + E_3 = E_1 + (E_2 + E_3)\]
\[(A_2) \quad E_1 + E_2 = E_2 + E_1\]
\[(A_3) \quad E + 0 = E\]
\[(A_4) \quad <a, \lambda_1> \cdot E + <a, \lambda_2> \cdot E = <a, \lambda_1 + \lambda_2> \cdot E \quad \text{if } PL(\lambda_1) = PL(\lambda_2)\]
\[(A_5) \quad <a, \ast_{l_1, w_1}> \cdot E_1 + <a, \ast_{l_2, w_2}> \cdot E_2 = <a, \ast_{l_1, w_1}> \cdot E_1 \quad \text{if } l_1 > l_2\]
\[(A_6) \quad 0/L = 0\]
\[(A_7) \quad (\langle a, \lambda \rangle \cdot E)/L = \langle a, \lambda \rangle \cdot (E/L) \quad \text{if } a \notin L\]
\[(A_8) \quad (\langle a, \lambda \rangle \cdot E)/L = \langle \tau, \lambda \rangle \cdot (E/L) \quad \text{if } a \in L\]
\[(A_9) \quad (E_1 + E_2)/L = E_1/L + E_2/L\]
\[(A_{10}) \quad 0/\varphi = 0\]
\[(A_{11}) \quad (\langle a, \lambda \rangle \cdot E)/\varphi = \varphi(a, \lambda \rangle \cdot (E/\varphi)\]
\[(A_{12}) \quad (E_1 + E_2)/\varphi = E_1[\varphi] + E_2[\varphi]\]
\[\sum_{i \in I_0} <a_i, \tilde{\lambda}_i>. E_i \parallel_s \sum_{i \in I_1} <a_i, \hat{\lambda}_i>. E_i = \]
\[\sum_{j \in I_0, a_j \notin S} <a_j, \tilde{\lambda}_j>. (E_j \parallel_s \sum_{i \in I_1} <a_i, \hat{\lambda}_i>. E_i) + \]
\[\sum_{j \in I_1, a_j \notin S} <a_j, \tilde{\lambda}_j>. (\sum_{i \in I_0} <a_i, \hat{\lambda}_i>. E_i \parallel_s E_j) + \]
\[\sum_{k \in K_0} \sum_{h \in P_{l_k}} \sum_{k \in K_0} \sum_{h \in P_{l_k}} <a_k, \tilde{\lambda}_k \cdot (w_k/W_{l_k, w_k})>. (E_k \parallel_s E_h) + \]
\[\sum_{k \in P^*_0} \sum_{h \in P_{l_k}} <a_k, \ast_{l_k, w_k}> \cdot (w_k/W_{l_k, w_k}) \cdot (w_h/W_{l_h, w_h}) \cdot \mathcal{N}_{l_h} \cdot (E_k \parallel_s E_h)\]

where \(I_0 \cap I_1 = \emptyset\), \(\tilde{\lambda}_i = \ast_{l_i, w_i}\), for \(i \in I_0 \cup I_1\), \(PL(\tilde{\lambda}_i) < 0\), and for \(j \in \{0, 1\}\)
\[L_{j,a} = \max\{l_k \mid k \in I_j \wedge a_k = a \wedge \tilde{\lambda}_k = \ast_{l_k, w_k}\}\]
\[P_{j,a} = \{k \in I_j \mid a_k = a \wedge \tilde{\lambda}_k = \ast_{l_k, w_k} \wedge l_k = L_{j,a}\}\]
\[K_j = \{k \in I_j \mid a_k \in S \wedge PL(\tilde{\lambda}_k) \geq 0 \wedge P_{j-1,a_k} \neq \emptyset\}\]
\[P^*_0 = \{k \in I_0 \mid \exists a \in S, k \in P_{0,a} \wedge P_{1,a} \neq \emptyset\}\]
\[W_{j,a} = \sum\{w_k \mid k \in P_{j,a} \wedge \tilde{\lambda}_k = \ast_{l_k, w_k}\}\]
\[W_{0,a} + W_{1,a} \quad \text{if } L_{0,a} = L_{1,a}\]
\[N_a = \begin{cases} W_{0,a} & \text{if } L_{0,a} > L_{1,a} \\ W_{1,a} & \text{if } L_{1,a} > L_{0,a} \end{cases}\]

Table 11.6: Axiomatization of \(\sim_{MB}\)
to split the proof into two symmetric parts and to change the induction assertion of the whole proof into $\text{Rate}(E_1,a,l,C) \leq \text{Rate}(E_2,a,l,C)$ similarly to [80], where however the structure of Milner’s proof based on bisimulation up to bisimulation equivalence is not followed. In this way, the induction hypothesis can be exploited because the aggregated rate to an unreachable class $C_i$ is null, hence less than or equal to any possible rate. Proving $\text{Rate}(E_1,a,l,C) \leq \text{Rate}(E_2,a,l,C)$ is enough because the reverse can be shown by a symmetric argument. In this way, we follow smoothly the scheme of Milner’s proof [122] which is similarly divided into two symmetric parts: in the former $E_1$ is assumed to have an outgoing transition and the proof proceeds by induction on the depth of the derivation of such a transition, in the latter we do the same for $E_2$. On the other hand, a symmetric argument should also be used if we would have been able to induce on $\text{Rate}(E_1,a,l,C) = \text{Rate}(E_2,a,l,C)$ because this assertion is shown only in the case of $E_1$ having an outgoing transition labeled with $a$, with priority level $l$, and reaching $C$, so using $\leq$ leads to a very elegant solution of the problem.

Finally, we present an axiom system for $\sim_{\text{MB}}$ which is sound and complete for the nonrecursive process terms of EMPA$_{gr}$.

**Theorem 11.5** Let $A$ be the set of axioms in Table 11.6. The deductive system Ded($A$) is sound and complete for $\sim_{\text{MB}}$ over the set of nonrecursive terms of $\mathcal{G}$.

**Proof:** See Appendix B.3.

We conclude by observing that axiom $(A_4)$ is exactly the rule we wanted $\sim_{\text{MB}}$ to satisfy, while axiom $(A_5)$ establishes that lower priority passive actions of a given type can be left out.

### 11.10 Conclusion

The experience with process algebras has shown the necessity of mechanisms like priority, probabilistic internal/external choice, and time to model the behavior of real systems, as well as the necessity of compositionality for efficient system analysis. In this chapter we have developed a new process algebra called EMPA$_{gr}$ that has a considerable expressive power, because it includes all the above mentioned mechanisms, and achieves semantic compositionality thanks to a suitable asymmetric synchronization mechanism, because Markovian bisimulation equivalence turns out to be a congruence for EMPA$_{gr}$.

The starting point for our work has been the process algebra EMPA [19]. However, it is worth observing that the language introduced in this chapter does not only provide an improvement over EMPA, for which Markovian bisimulation equivalence is not a congruence w.r.t. the parallel composition operator. In fact, the main contribution of this chapter is the proposal of a natural and intuitive solution to an important open problem in the literature, which is independent of the considered formalism: how to obtain semantic
compositionality w.r.t. an asynchronous \(^8\) CSP like parallel composition operator in the presence of priority, probabilistic internal/external choice, and time.

The solution proposed in this chapter essentially consists of an extension to priorities and time of the generative-reactive approach introduced in Chapter 10 (which, in turn, realizes an integration of an asymmetric form of cooperation inspired by probabilistic I/O automata [155] with an approach to interprocess selection inspired by probabilistic ACP [13]). More precisely, the aforementioned extension is threefold:

- The probabilistic advancing speed of a process, which in EMPA\(_{gr}\) is proportional to the total weight of the immediate actions it can execute, can vary for each process term from state to state, thereby allowing for a greater flexibility.

- We have extended the generative-reactive approach of Chapter 10 to deal with priorities. This has been accomplished by endowing master actions with generative priorities in addition to generative weights, and slave actions with reactive priorities in addition to reactive weights.

- We have extended the generative-reactive approach of Chapter 10 to a timed setting, where a master action may have either an exponentially distributed duration or a zero duration (in which case it is given a priority and a weight), while slave actions have unspecified duration (and are given reactive priorities and weights). This extension encompasses a synchronization mechanism similar to that of PEPA [107], where master-slaves cooperations are realized through synchronizations between exponentially timed actions and weighted passive actions.

We point out that the solution proposed in this chapter constitutes also an extension of [155] to discrete time systems. In fact, in [155] an exponentially distributed delay is associated with every state of each of the probabilistic I/O automata composed in parallel to form a system, in order to have a probabilistic means to decide which automata moves next. Our approach, instead, scales to discrete time systems because, in the case of several process terms composed in parallel which can execute only immediate actions, each process term is given a probabilistic advancing speed (which is proportional to the total weight of the immediate actions it can execute), without resorting to any exponentially distributed delay.

If we compare EMPA\(_{gr}\) with the other Markovian process algebras appeared in the literature, we observe that none of them reaches the expressive power of EMPA\(_{gr}\). In particular, the expressiveness of M-TIPP [104] and MPA [51] is limited because they consider exponentially timed actions only. Passive actions with reactive weights are instead introduced in PEPA [107], thus allowing for master-slaves synchronizations, but immediate actions are not included. This may reduce the capability of modeling real systems and does not allow discrete time systems to be described. On the contrary, in IM-TIPP [105] and IMC [99] immediate actions can be expressed, but neither generative nor reactive probabilistic choices can be represented. It is

\(^8\)In the sense that the computation does not proceed in locksteps; e.g., in \(E_1 \parallel_\emptyset E_2\) we have to choose whether the next move is made by \(E_1\) or \(E_2\).
however worth noting that in the approach of [105, 99] the fact that immediate actions do not bear probabilistic information makes it easy and natural the definition of a weak Markovian bisimulation congruence which abstracts from internal immediate actions (similar to that presented in Chapter 4). Such an approach is further extended in PM-TIPP [141] with reactive (but not generative) probabilistic choices, thus reaching the same expressivity as the calculus of IWMCs introduced in Chapter 4. This capability, however, is not exploited to enforce a master-slaves synchronization policy like in PEPA [107]. We conclude by observing that, unlike EMPA$_{gr}$, none of the previously considered Markovian process algebras handles (generative or reactive) priorities.
Chapter 12

Expressing Performance Measures Through Rewards

The purpose of this chapter is to introduce a way to express performance measures in EMPA$_{gr}$, in order to allow the modeler to capture the QoS metrics of interest. In particular we show that the standard technique of expressing stationary and transient performance measures as weighted sums of state probabilities and transition frequencies through rewards can be imported in the process algebra framework without losing compositionality.

Technically speaking, if we denote by $n \in \mathbb{N}$ the number of performance measures of interest, in this chapter we define a family of extended Markovian process algebras with generative master-reactive slaves synchronization mechanism called EMPA$_{gr,n}$ including probabilities, priorities, exponentially distributed durations, and sequences of yield and bonus rewards of length $n$. Then, we introduce three different extensions of Markovian bisimulation equivalence $\sim_{MB,n}$ accounting for yield and bonus rewards, we show that they are all congruences for EMPA$_{gr,n}$ which preserve the specified performance measures, and, for each of them, we give a sound and complete axiomatization over finite EMPA$_{gr,n}$ terms.

12.1 Introduction

In Chapter 11 we showed how to introduce expressive features like probabilities, priorities, and exponentially distributed durations in process algebras while preserving compositionality. Nevertheless, in order to be able to really analyze real world systems, it is essential to have a simple way of specifying performance measures to be analyzed. Moreover it is important to define measure-sensible congruences that can be exploited to compositionally minimize the state space while preserving the specified performance measures.

In this chapter, starting from EMPA$_{gr}$, we make a further step in the direction of expressivity by introducing a way to describe performance measures, in order to allow the modeler to capture the QoS metrics of interest. We achieve this by showing that the standard technique of expressing stationary and transient performance measures as weighted sums of state probabilities and transition frequencies can be imported in EMPA$_{gr}$. This is done by following the approach introduced in [19] where the action format is extended to
include yield and bonus rewards (see Chapter 2). In particular we extend actions with sequences of \( n \in \mathbb{N} \) yield and bonus rewards, thus allowing the specification of several instant-of-time performance measures (Sect. 12.2).

After introducing our extended Markovian process algebra with generative-reactive synchronizations and rewards, called EMPA\(_{gr}\), we formalize its syntax and we define its operational semantics as a mapping from terms to reward master-slaves transition systems of order \( n \), an extension of master-slaves transition systems presented in Chapter 11 (Sect. 12.3).

We subsequently face the problem of defining a notion of equivalence in the bisimulation style, which equates EMPA\(_{gr}\) terms possessing the same functional, probabilistic, prioritized and exponentially timed behavior as well as the same performance measure values. We solve this problem through successive conceptual improvements, by subsequently defining three notions of equivalence satisfying the requirement above, each coarser than the previous one. First, we define an equivalence along the lines of that defined in [19] which, whenever possible, aggregates yield rewards, but does not manipulate bonus rewards. Then, we show how to define a Markovian bisimulation congruence that aggregates bonus rewards as well. This is achieved by taking into account in the aggregation process the execution probability of the transitions to which the bonus rewards are attached. Finally, we show how to define a Markovian bisimulation congruence that allows yield rewards and bonus rewards to be used interchangeably up to suitable correcting factors, aiming at the introduction of a normal form for rewards. More precisely, we demonstrate that this is possible in the continuous time case, while it is not possible in the discrete time case because compositionality is lost. We show that all the equivalences above are congruences, thus providing support for compositional manipulation while preserving the values of the specified performance measures, and, for each of them, we give a sound and complete axiomatization for nonrecursive process terms (Sect. 12.4).

The analysis of performance measures with EMPA\(_{gr}\) has been fully automatized in TwoTowers [26, 19], a software tool for modeling and analyzing functional and performance properties of computer, communication and software systems described in EMPA\(_{gr}\). Here we present an overview of TwoTowers (Sect. 12.5).

The chapter concludes with a discussion about related work (Sect. 12.6).

### 12.2 Extending EMPA\(_{gr}\) with Rewards

In the performance evaluation area the technique of rewards (see Chapter 2) is frequently used to specify and derive measures for system models whose underlying stochastic process is a Markov chain. When using a formal description technique to represent the performance aspects of a system, the stochastic process associated with the underlying performance model is not directly provided by the modeler but automatically derived from the more abstract formal description of the system in order to ease the task of the modeler. As a consequence, rewards should not be defined at the level of the stochastic process but at the level of the formal description, and then automatically inherited by the stochastic process.
This is exactly what happens for well known and tool supported extensions of the Petri net formalism such as reward generalized stochastic Petri nets \[56\] and stochastic activity networks with rewards \[140\]. In both cases, yield rewards (also called rate rewards) are naturally associated with net markings, while bonus rewards (also called impulse rewards) are naturally associated with net transitions/activities.

The method that we use in this chapter for specifying instant-of-time performance measures for process algebras (originally proposed in \[19\]) consists of attaching sequences of pairs of the form (yield\_reward, bonus\_reward) to process algebra actions, where rewards are unspecified in the case of passive actions. We use “∗” to denote an unspecified (yield or bonus) reward. As far as yield rewards are concerned, we assume that the yield reward earned by a state is the sum of the yield rewards of the actions it can execute (additivity assumption). Since rewards are specified in the process algebraic description, we call the proposed method algebra based. We now assess its adequacy w.r.t. the following criteria: expressive power, ease of use, computational cost, and equational characterization.

As far as the first two criteria (expressive power and ease of use) are concerned, we observe that the algebra based method achieves a reasonable balance in that it allows many of the more frequent performance measures to be specified in a relatively easy way, which in particular does not require the knowledge of any extra formalism to describe reward structures. As an example, we show how to specify for a QS \(M/M/n/n\) with arrival rate \(λ\) and service rate \(µ\) several stationary performance measures frequently occurring in practice such as those identified in \[57\]: rate type (e.g. throughput of a service center), counting type (e.g. mean number of customers waiting in a service center), delay type (e.g. mean response time experienced by customers in a service center), and percentage type (e.g. utilization of a service center). The QS at hand can be given two different descriptions: a state oriented description, where the focus is on the state of the set of servers (intended as the number of servers that are currently busy), and a resource oriented description, where the servers (i.e. the resources) are modeled separately \[151\]. With EMPA\(_{gr}\) the state oriented description is given by:

\[
\begin{align*}
QS^{\text{so}}_{M/M/n/n} & \triangleq \text{Arrivals} \parallel_{\{a\}} \text{Servers}_0 \\
\text{Arrivals} & \triangleq <a, \lambda>.\text{Arrivals} \\
\text{Servers}_0 & \triangleq <a, \ast>.\text{Servers}_1 \\
\text{Servers}_h & \triangleq <a, \ast>.\text{Servers}_{h+1} + \\
& \quad <s, h \cdot µ>.\text{Servers}_{h-1}, \quad 1 \leq h \leq n - 1 \\
\text{Servers}_n & \triangleq <s, n \cdot µ>.\text{Servers}_{n-1}
\end{align*}
\]

whereas the resource oriented description is given by:

\[
\begin{align*}
QS^{\text{ro}}_{M/M/n/n} & \triangleq \text{Arrivals} \parallel_{\{a\}} \text{Servers} \\
\text{Arrivals} & \triangleq <a, \lambda>.\text{Arrivals} \\
\text{Servers} & \triangleq S \parallel S \parallel \cdots \parallel S \\
& \quad S \triangleq <a, \ast>, <s, µ>.S
\end{align*}
\]
where \(a\) stands for arrival of a customer and \(s\) stands for service of a customer. These two different descriptions represent the same system, as it can easily be shown that they are Markovian bisimulation equivalent (see Sect. 12.4).

Let us compute for the QS above the mean number of customers in the system, which is the sum of the numbers of customers over all the states with each number weighted by the stationary probability of the corresponding state. According to formula (2.2) of Sect. 2.2.8, every state of the CTMC underlying each of the two terms above must then be given a yield reward equal to the number of customers in that state. Such a number is the number of \(s\) actions executable in that state. Therefore, in the case of \(QS_{M/M/n/n}^{so}\) we must replace every action of the form \(<s,h \cdot \mu>\) with \(<s,h \cdot \mu,(h,0)>\), while in the case of \(QS_{M/M/n/n}^{ro}\) every action of the form \(<s,\mu>\) must be replaced with \(<s,\mu,(1,0)>\) by virtue of the additivity assumption for yield rewards. All the other actions must be given zero or unspecified rewards “*”. More precisely, unspecified rewards must be assigned to all and only the passive actions; in case of synchronization of an active action and a passive action, the resulting action essentially inherits the rewards of the original active action.

If we want to compute the throughput of the QS, defined as the mean number of customers served per time unit, we have to take into account the rate of actions having type \(s\). In fact, the throughput is given by the service rate multiplied by the stationary probability of being in a state where service can be provided. As a consequence, in the case of \(QS_{M/M/n/n}^{so}\) we must replace every action of the form \(<s,h \cdot \mu>\) with \(<s,h \cdot \mu,(h,0)>\) or equivalently \(<s,h \cdot \mu,(0,1)>\), while in the case of \(QS_{M/M/n/n}^{ro}\) we must replace every action of the form \(<s,\mu>\) with \(<s,\mu,(0,1)>\) or equivalently \(<s,\mu,(1,0)>\).

If we want to compute instead the mean response time of the QS, defined as the mean time spent by one customer in the service center, we can exploit Little’s law [115] which states that the mean response time experienced by a customer is equal to the mean number of customers in the service center divided by the customer arrival rate. Therefore, in the case of \(QS_{M/M/n/n}^{so}\) we must replace every action of the form \(<s,h \cdot \mu>\) with \(<s,h \cdot \mu,(h/\lambda,0)>\), while in the case of \(QS_{M/M/n/n}^{ro}\) we must replace every action of the form \(<s,\mu>\) with \(<s,\mu,(1/\lambda,0)>\).

Finally, if we want to compute the utilization of the QS, defined as the fraction of time during which servers are busy, we have to single out those states having an outgoing transition labeled with \(s\), because the utilization is the sum of the stationary probabilities of such states. Thus, in the case of \(QS_{M/M/n/n}^{so}\) we must replace every action of the form \(<s,h \cdot \mu>\) with \(<s,h \cdot \mu,(1,0)>\). However, in the case of \(QS_{M/M/n/n}^{ro}\) the algebra based method fails to determine the utilization due to the additivity assumption: the yield reward to associate with actions of the form \(<s,\mu>\) would be the reciprocal of the number of transitions labeled with \(s\) leaving the same state. Since one of the two main objectives of the algebra based method is its ease of use, we prefer to keep the specification of rewards as simple as possible, i.e. just by means of numbers. Thus we avoid the introduction of arithmetical expressions involving particular functions such as the one

\[1\] In the continuous time case, yield rewards and bonus rewards can be used interchangeably.
determining the number of transitions of a given type leaving the same state. Incidentally, the inability to compute the utilization in the case of the resource oriented description should not come as a surprise, since this description is more suited to the determination of performance indices concerning a single server instead of the whole set of servers. As it turns out, it is quite easy to measure the utilization of a given server specified in \( QS^{ro}_{M/M/n/n} \), whereas this is not possible for \( QS^{so}_{M/M/n/n} \). This means that the style [151] used to describe a given system through an algebraic term is strongly related to the possibility of specifying certain performance measures through the algebra based method.

For the considered QS, the algebra based method also allows transient measures to be expressed according to formula (2.3) of Sect. 2.2.8. As an example, yield rewards can be used to measure the mean number of customers in the system at a given instant or the probability that a certain server is in use at a given instant, whereas bonus rewards can be employed to assess the frequency with which customers arrive or are served at a given instant.

The third criterion (computational cost) requires associating rewards with states and transitions to be not exceedingly expensive: in particular, a full scan of the state space should be avoided. As we shall see in Sect. 12.3, the algebra based method satisfies this requirement because rewards can be computed and assigned to states and transitions at semantic model construction time.

Finally, the fourth criterion (equational characterization) requires the method to allow process terms to be compositionally manipulated without altering their performance measures. This is an important feature. As an example, if one uses a measure insensitive equivalence to reduce the state space before evaluating the performance, there is the risk to merge together states which are different w.r.t. the measures of interest, thus resulting in wrong performance figures. In Sect. 12.4 we shall see that the algebra based method permits the definition of performance measure sensitive congruences over process terms. This is the other main objective of the algebra based method and constitutes its major advantage.

### 12.3 Syntax and Semantics for EMPA\(_{gr_n}\)

In this section we formalize the syntax and the semantics for the process algebra informally presented in the previous section. More precisely, denoted by \( n \in \mathbb{N} \) the number of performance measures of interest, we define the syntax of a family of extended Markovian process algebras with generative-reactive synchronizations \( EMPA_{gr_n} \), where each action is extended to accommodate a sequence of \( n \) pairs of rewards. Then we introduce semantic models constituted by reward master-slaves transition systems, an extension of master-slaves transition systems introduced in Chapter 11. Finally we present an operational semantics that maps \( EMPA_{gr_n} \) terms onto reward master-slaves transition systems of order \( n \).
### 12.3.1 Syntax and Informal Semantics

The main ingredients of our calculus are the actions, each composed of a type, a rate, and a sequence of pairs of yield and bonus rewards, and the algebraic operators. As far as actions are concerned, based on their rates they are classified into exponentially timed, immediate, and passive, as for EMPA\textsubscript{gr} (see Chapter 11). Moreover, based on their types they are classified into visible and invisible depending on whether they are different or equal to \( \tau \), as usual.

**Definition 12.1** Let \( \text{AType} \) be the set of action types including the invisible type \( \tau \), \( \text{ARate} = \mathbb{R}_+ \cup \{ \infty_{l,w} | l \in \mathbb{N}_+ \land w \in \mathbb{R}_+ \} \cup \{ *_{l,w} | l \in \mathbb{N}_+ \land w \in \mathbb{R}_+ \} \) be the set of action rates, \( \text{ARew} = \mathbb{R} \cup \{ * \} \) be the set of action rewards. We use \( a \) to range over \( \text{AType} \), \( \lambda \) to range over \( \text{ARate} \), \( \lambda \) to range over exponentially timed rates, \( \lambda \) to range over nonpassive rates, \( \bar{y} \) to range over yield rewards (\( y \) if not \( * \)), and \( b \) to range over bonus rewards (\( b \) if not \( * \)). The set of actions with \( n \in \mathbb{N} \) pairs of rewards is defined by

\[
\text{Act}_n = \{ \langle a, \bar{\lambda}, (\bar{y}_1, \bar{b}_1) \ldots (\bar{y}_n, \bar{b}_n) \rangle \mid \bar{\lambda} \in \{ *_{l,w} | l \in \mathbb{N}_+ \land w \in \mathbb{R}_+ \} \land \forall i \in \{1, \ldots, n\}, \bar{y}_i = \bar{b}_i = * \} \land \\
\{ \bar{\lambda} \in \mathbb{R}_+ \cup \{ \infty_{l,w} | l \in \mathbb{N}_+ \land w \in \mathbb{R}_+ \} \land \forall i \in \{1, \ldots, n\}, \bar{y}_i, \bar{b}_i \in \mathbb{R} \}
\]


**Definition 12.2** Let \( \text{Const} \) be a set of constants ranged over by \( A \) and let \( \text{ATRFun} = \{ \varphi : \text{AType} \rightarrow \text{AType} \mid \varphi^{-1}(\tau) = \{ \tau \} \} \) be a set of action type relabeling functions ranged over by \( \varphi \). The set \( \mathcal{L}_n \) of process terms of EMPA\textsubscript{gr} is generated by the following syntax

\[
E ::= \emptyset \mid \langle a, \bar{\lambda}, (\bar{y}_1, \bar{b}_1) \ldots (\bar{y}_n, \bar{b}_n) \rangle.E \mid E/L \mid E[\varphi] \mid E + E \mid E \parallel S.E \mid A
\]

where \( L, S \subseteq \text{AType} \setminus \{ \tau \} \).

The meaning of the operators is the same as for EMPA\textsubscript{gr} (see Chapter 11). In particular, the action prefix operator \( \langle a, \bar{\lambda}, (\bar{y}_1, \bar{b}_1) \ldots (\bar{y}_n, \bar{b}_n) \rangle.\cdot \) denotes the sequential composition of an action and a term. Term \( \langle a, \bar{\lambda}, (\bar{y}_1, \bar{b}_1) \ldots (\bar{y}_n, \bar{b}_n) \rangle.E \) can execute an action with type \( a \) and rate \( \bar{\lambda} \), thus making the corresponding state earn additional yield rewards \( \bar{y}_1 \ldots \bar{y}_n \) and the related transition gain bonus rewards \( \bar{b}_1 \ldots \bar{b}_n \), and then behaves as term \( E \). As far as the parallel operator is concerned, since only the rewards of active actions are specified, in case of synchronization they are handled as follows. The yield rewards of an active action are treated exactly as the rate of that action, i.e. they are multiplied by the execution probabilities of the passive actions involved in the synchronization. Instead, the bonus rewards of an active action are just inherited, as multiplying them by the execution probabilities of the aforementioned passive actions would lead to an underestimation of the performance measures. The reason is that, in the calculation of the performance measures, each bonus reward of a transition is multiplied by a factor which is proportional to the rate of the transition itself, hence multiplying the rates by the execution probabilities of passive actions is all we have to do. In the case of synchronization between two passive actions, the rewards of the resulting passive actions are still unspecified.
Finally, let partial function $\text{Def}_n : \text{Const} \rightarrow L_n$ be a set of constant defining equations of the form $A \triangleq E$. In order to guarantee the correctness of recursive definitions, as usual we restrict ourselves to the set $G_n$ of terms that are closed and guarded w.r.t. $\text{Def}_n$.

### 12.3.2 Reward Master-Slaves Transition Systems

The semantic model of EMPA$_{gr}$ is a special kind of LTS we call master-slaves transition system of order $n$ (RMSTS$_n$ for short), whose transitions are labeled with elements of $\text{Act}_n$. As for MSTSs defined in Sect. 11.7.2, each state of a RMSTS$_n$ has a single master bundle composed of all the transitions labeled with an active action and, for each action type $a$, a single slave bundle of type $a$ composed of all the transitions labeled with a passive action of type $a$ (which must all have the same priority level). For the sake of simplicity, in the rest of this section we shall deal with reward pair sequences of length one.

**Definition 12.3** A reward master-slaves transition system of order 1 (RMSTS$_1$) is a triple

$$(S, \text{AType}, \rightarrow)$$

where:

- $S$ is a set of states;
- $\text{AType}$ is a set of action types;
- $\rightarrow \in \mathcal{M}(S \times \text{Act}_1 \times S)$ is a multiset of transitions such that for all $s \in S$ and $a \in \text{AType}$:

$$\begin{align*}
(s \xrightarrow[a,s_1', \omega_1', (s,s')] s' \land s \xrightarrow[a,s_2', \omega_2', (s,s')] s'') \implies l' = l''
\end{align*}$$

A rooted reward master-slaves transition system of order 1 (RRMSTS$_1$) is a quadruple

$$(S, \text{AType}, \rightarrow, s_0)$$

where $(S, \text{AType}, \rightarrow)$ is a RMSTS$_1$ and $s_0 \in S$ is the initial state. $\blacksquare$

We point out that, as for MSTSs of Chapter 11, the transition relation is a multiset, not a set, so to allow for the multiplicity of identically labeled transitions to be taken into account.

The choice among the bundles of transitions enabled in a state is nondeterministic. The choice of a transition within the master bundle and within each slave bundle of a state is performed as for MSTSs of Chapter 11. Similarly as for MSTSs, from the RRMSTS$_1$ originating from fully specified system we can derive a performance model in the form of a semi-Markov reward processes (see Chapter 2). If only immediate transitions occur, such process is considered to be a reward DTMC, otherwise (even if not strictly necessary)

---

2 We use “{” and “}” as brackets for multisets and $\mathcal{M}(S)$ (P(S)) to denote the collection of multisets over (subsets of) set $S$. 

---
it can be turned into a reward CTMC. As far as the yield rewards are concerned, when constructing a semi-Markov reward processes from a RRMSTS, we proceed as follows. Whenever a state has several actions, be it due to an alternative composition operator or a parallel composition operator, we make the additivity assumption, i.e. we assume that the yield reward earned by the state is the sum of the yield rewards of its transitions. This assumption is consistent with the race inherent in the parallel composition operator and with the adoption of the race policy for the alternative composition operator, i.e. with viewing alternative actions as being in parallel execution, hence all contributing to the reward accumulation in the state.

12.3.3 Operational Semantics

The formal semantics for EMPA\textsubscript{gr}, maps terms onto RRMSTS\textsubscript{n}. In the following, we shall consider EMPA\textsubscript{gr}1 for the sake of simplicity. We also provide the following shorthands to make the definition of the operational semantic rules easier.

**Definition 12.4** Given a RMSTS \( M = (S, A\text{Type}, \rightarrow) \), \( s \in S \), and \( a \in A\text{Type} \), we denote by \( L_a(s) \) the priority level of the slave transitions of type \( a \) executable at \( s \) (\( L_a(s) = 0 \) if the slave bundle \( a \) of \( s \) is empty) and we denote by \( W_a(s) \) the overall weight of the slave transitions of type \( a \) executable at \( s \):

\[
W_a(s) = \sum \{ |w| \mid \exists s' \in S. s \xrightarrow{a \cdot L_a(s) \cdot w \cdot (\ast \ast)} s' \}
\]

Furthermore, we extend the real number multiplication to immediate rates as follows:

\[
\infty_{l.w} \cdot p = \infty_{l.w.p}
\]

The operational semantics for EMPA\textsubscript{gr}1 is the least RMSTS\textsubscript{1} \((G_1, A\text{Type}, \rightarrow_{1})\) satisfying the inference rules of Table 12.1, where in addition to the rules \((Ch_1), (Ch_2), (Pa_1), (Pa_2), (Sy_1)\) referring to a move of the lefthand process \( E_1 \), we consider also the symmetrical rules \((Ch_1_r), (Ch_2_r), (Pa_1_r), (Pa_2_r), (Sy_1_r)\) taking into account the moves of the righthand process \( E_2 \), obtained by exchanging the roles of terms \( E_1 \) and \( E_2 \). Similarly to [107], we consider the operational rules as generating a multiset of transitions (consistently with the definition of RMSTS\textsubscript{1}), where a transition has arity \( m \) if and only if it can be derived in \( m \) possible ways from the operational rules.

Some explanations are now in order. As for EMPA\textsubscript{gr}, we can discard lower priority passive transitions of the same type without compromising the achievement of the congruence property for a notion of Markovian bisimulation equivalence. This is carried out in rules \((Ch_2)\) and \((Ch_2_r)\) for the alternative composition operator and rules \((Pa_1)\) and \((Pa_1_r)\) for the parallel composition operator by using \( L_a(E) \). In the case of a synchronization, the evaluation of the yield and bonus rewards of the resulting action is carried out by rules \((Sy_1)\), \((Sy_1_r)\), and \((Sy_2)\) as follows. Whenever an active action synchronizes with a passive action of the same type in rules \((Sy_1)\) and \((Sy_1_r)\), the yield reward of the active action undergoes the same treatment of its rate, i.e. the yield reward of the resulting active action is evaluated by multiplying the yield reward of
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\[(P_r) \quad \langle a, \tilde{\lambda}, (\tilde{y}, \tilde{b}) \rangle \rightarrow^a E \]

\[(Hi1) \quad \frac{a \cdot \tilde{\lambda}(\tilde{y}, \tilde{b})}{E \rightarrow^a E'} \quad a \notin L \]

\[(Hi2) \quad \frac{a \cdot \tilde{\lambda}(\tilde{y}, \tilde{b})}{E \rightarrow^a E'} \quad a \in L \]

\[(Re) \quad \frac{E \rightarrow^a E'}{E[\varphi]} \rightarrow^a E'[\varphi] \]

\[(Ch1) \quad \frac{E_1 \rightarrow^a \lambda, (y, b)}{E_1 \parallel E_2 \rightarrow^a \lambda, (y, b) \parallel E_1 \parallel E_2} \quad a \notin S \]

\[(Ch2) \quad \frac{E_1 \rightarrow^a \lambda, (y, b)}{E_1 \parallel E_2 \rightarrow^a \lambda, (y, b) \parallel E_1 \parallel E_2} \quad l \geq L_\alpha(E_2) \]

\[(Pa1) \quad \frac{E_1 \parallel E_2 \rightarrow^a \lambda, (y, b)}{E_1 || E_2 || E_1 || E_2} \quad a \notin S \]

\[(Pa2) \quad \frac{a \cdot \sigma_{1, w}(\lambda, w, b)}{E_1 || E_2 || E_1 || E_2} \quad l \geq L_\alpha(E_2) \quad a \notin S \]

\[(Sy1) \quad \frac{a \cdot \lambda(y, b)}{E_1 || E_2 || E_1 || E_2} \quad a \in S \]

\[(Sy2) \quad \frac{a \cdot \lambda(y, b)}{E_1 || E_2 || E_1 || E_2} \quad a \in S \]

where: \[ p = \frac{w_1}{W_\alpha(E_1)} \cdot \frac{w_2}{W_\alpha(E_2)} \]

\[ N = \begin{cases} W_\alpha(E_1) + W_\alpha(E_2) & \text{if } l_1 = l_2 \\ W_\alpha(E_1) & \text{if } l_1 > l_2 \\ W_\alpha(E_2) & \text{if } l_2 > l_1 \end{cases} \]

\[(Co) \quad \frac{a \cdot \tilde{\lambda}(\tilde{y}, \tilde{b})}{A \rightarrow^a E'} \quad A \triangleq E \]

Table 12.1: EMPA_{gr_1} operational semantics
the active action by the probability of choosing the passive action, while the bonus reward is just inherited. Whenever two passive actions of type $a$ synchronize in rule $(Sy2)$ the reactive priority level and weight of the resulting passive action are computed as for EMPA$_{gr}$, while its yield and bonus rewards are just unspecified.

**Definition 12.5** The integrated semantics of $E \in G_1$ is the RRMSTS$_1$

$$\mathcal{I}_1[E] = (G_{1,E}, AType, \rightarrow_{1,E}, E)$$

where $G_{1,E}$ is the set of terms reachable from $E$ according to the RMSTS$_1$ $(G_1, AType, \rightarrow_1)$ and $\rightarrow_{1,E}$ is the restriction of $\rightarrow_1$ to transitions between terms in $G_{1,E}$. We say that $E \in G_1$ is performance closed if and only if $\mathcal{I}_1[E]$ does not contain passive transitions. We denote by $\mathcal{E}_1$ the set of performance closed terms of $G_1$.

We conclude by recalling that from $\mathcal{I}_1[E]$ two projected semantic models can be obtained by essentially dropping action rates or action types, respectively. Before applying such a transformation to $\mathcal{I}_1[E]$, lower priority active transitions are pruned because $E$ is no longer to be composed with other terms as it describes the whole system we are interested in. The functional semantics $\mathcal{F}_1[E]$ is a standard LTS whose transitions are decorated with action types only. The Markovian semantics $\mathcal{M}_1[E]$ is instead a reward CTMC or DTMC, as seen in Sect. 12.3.2, which is well defined only if $E$ is performance closed.

### 12.4 Reward Based Markovian Bisimulation Equivalence

In this section we face the problem of defining a notion of equivalence in the bisimulation style, which equates EMPA$_{gr}$ terms possessing the same functional, probabilistic, prioritized and exponentially timed behavior as well as the same performance measure values. We solve this problem through successive conceptual improvements, by subsequently defining three notions of equivalence satisfying the requirement above, each coarser than the previous one. First (in Sect. 12.4.1), we define an equivalence along the lines of that defined in [19], which, whenever possible, aggregates yield rewards, but does not manipulate bonus rewards. Then (in Sect. 12.4.2), we show how to define a Markovian bisimulation congruence that aggregates bonus rewards as well. This is achieved by taking into account in the aggregation process the execution probability of the transitions to which the bonus rewards are attached. As a final step (in Sect. 12.4.3), we show how to define a Markovian bisimulation congruence that allows yield rewards and bonus rewards to be used interchangeably up to suitable correcting factors, aiming at the introduction of a normal form for rewards. More precisely, we demonstrate that this is possible in the continuous time case, while it is not possible in the discrete time case because compositionality is lost. We show that all the equivalences above are congruences, thus providing support for compositional manipulation while preserving the values of the specified performance measures, and, for each of them, we give a sound and complete axiomatization for nonrecursive process terms.
12.4.1 Aggregating Yield Rewards

Our Markovian bisimulation equivalence which aggregates yield rewards extends the Markovian bisimulation equivalence $\sim_{MB}$ for EMPA$_{gr}$ presented in Chapter 11 by using the following approach introduced in [19]. According to the observations made in Sect. 12.2 and to the formulae in Sect. 2.2.8 we have that, because of the additivity assumption, yield rewards must be handled in the same way as rates, i.e. equivalent terms must gain the same aggregated yield reward when reaching the same equivalence class of terms by executing actions of the same type and priority level. Bonus rewards of actions of the same type and priority level, instead, cannot be summed up, as this would result in an overestimation of the specified performance measures. The reason is that, in the calculation of the performance measures, the bonus reward of a transition is multiplied by a factor which is proportional to the rate of the transition itself, hence summing rates up is all we have to do. As an example, in EMPA$_{gr}$ it must hold that $<a,\lambda_1,(y_1,b)>.E + <a,\lambda_2,(y_2,b)>.E$ is equivalent to $<a,\lambda_1 + \lambda_2,(y_1 + y_2,b)>.E$.

We are now in a position of defining a Markovian bisimulation equivalence that is sensitive to performance measures. For the sake of simplicity, we shall be working with EMPA$_{gr}$, with the understanding that, when working with arbitrarily long sequences of pairs of rewards, all the yield rewards must be treated in the same way and that all the bonus rewards must be treated in the same way. In order to present the equivalence for EMPA$_{gr}$, we recall the definition of function priority level $PL$ from Chapter 11 and we extend real number summation to rates of the same priority level and to unspecified rewards similarly as we did in such chapter.

**Definition 12.6** We define function priority level $PL : ARate \rightarrow \mathbb{Z}$ by:

\[
PL(*_{l,w}) = -l \\
PL(\lambda) = 0 \\
PL(\infty_{l,w}) = l
\]

and we extend the real number summation to rates of the same priority level and to unspecified rewards as follows:

\[
*_{l_1,w_1} + *_{l_2,w_2} = *_{l_1,w_1 + w_2} \\
\infty_{l_1,w_1} + \infty_{l_2,w_2} = \infty_{l_1,w_1 + w_2} \\
* + * = *
\]

We define function aggregated rate-yield $RY_1 : G_1 \times AType \times \mathbb{Z} \times ARew \times P(G_1) \rightarrow ARate \times ARew$ by:

\[
RY_1(E,a,l,\tilde{b},C) = (Rate_1(E,a,l,\tilde{b},C), Yield_1(E,a,l,\tilde{b},C))
\]

where:

\[
Rate_1(E,a,l,\tilde{b},C) = \sum \{ \tilde{\lambda} \mid \exists \tilde{g} : \exists E' \in C. E \xrightarrow{a,\tilde{\lambda},(\tilde{g},\tilde{b})} E' \land PL(\tilde{\lambda}) = l \}
\]

\[
Yield_1(E,a,l,\tilde{b},C) = \sum \{ \tilde{\lambda} \mid \exists \tilde{g} : \exists E' \in C. E \xrightarrow{a,\tilde{\lambda},(\tilde{g},\tilde{b})} E' \land PL(\tilde{\lambda}) = l \}
\]

with $RY_1(E,a,l,\tilde{b},C) = \bot$ whenever the multisets above are empty.
**Definition 12.7** An equivalence relation $\mathcal{B} \subseteq \mathcal{G}_1 \times \mathcal{G}_1$ is a RY-Markovian bisimulation of order 1 if and only if, whenever $(E_1, E_2) \in \mathcal{B}$, then for all $a \in \text{AType}$, $l \in \mathbb{Z}$, $\tilde{b} \in \text{ARew}$, and equivalence classes $C \in \mathcal{G}_1 / \mathcal{B}$

$$RY_1(E_1, a, l, \tilde{b}, C) = RY_1(E_2, a, l, \tilde{b}, C)$$

It is easy to see that the union of all the RY-Markovian bisimulations of order 1 is a RY-Markovian bisimulation of order 1.

**Definition 12.8** We call $\sim_{\text{MB}_1^\text{RY}}$, defined as the union of all the RY-Markovian bisimulations of order 1, the RY-Markovian bisimulation equivalence of order 1.

**Theorem 12.1** Let $E_1, E_2 \in \mathcal{G}_1$. If $E_1 \sim_{\text{MB}_1^\text{RY}} E_2$ then:

1. For all $<a, \lambda, (\tilde{y}, \tilde{b})> \in \text{Act}_1$, $<a, \lambda, (\tilde{y}, \tilde{b})>.E_1 \sim_{\text{MB}_1^\text{RY}} <a, \lambda, (\tilde{y}, \tilde{b})>.E_2$.
2. For all $L \subseteq \text{AType} - \{\tau\}$, $E_1/L \sim_{\text{MB}_1^\text{RY}} E_2/L$.
3. For all $\varphi \in \text{ATRFun}$, $E_1[\varphi] \sim_{\text{MB}_1^\text{RY}} E_2[\varphi]$.
4. For all $F \in \mathcal{G}_1$, $E_1{+}F \sim_{\text{MB}_1} E_2{+}F$ and $F + E_1 \sim_{\text{MB}_1^\text{RY}} F + E_2$.
5. For all $F \in \mathcal{G}_1$ and $S \subseteq \text{AType} - \{\tau\}$, $E_1 \parallel_S F \sim_{\text{MB}_1^\text{RY}} E_2 \parallel_S F$ and $F \parallel_S E_1 \sim_{\text{MB}_1^\text{RY}} F \parallel_S E_2$.

Additionally, $\sim_{\text{MB}_1^\text{RY}}$ is a congruence w.r.t. recursive constant definitions.

**Proof:** See Appendix C.1.

We observe that the congruence result above holds because the operational semantics is defined in such a way that lower priority active transitions are not pruned. If this were not the case, we would have e.g. $<a_1, \lambda, (y_1, b_1)> \emptyset + <a_2, \infty, w, (y_2, b_2)> \emptyset \sim_{\text{MB}_1^\text{RY}} <a_2, \infty, w, (y_2, b_2)> \emptyset$ as both terms would have only one transition labeled with $<a_2, \infty, w, (y_2, b_2)>$, but $(<a_1, \lambda, (y_1, b_1)> \emptyset + <a_2, \infty, w, (y_2, b_2)> \emptyset) \parallel_{\{a_1\}} \emptyset \not\sim_{\text{MB}_1^\text{RY}} <a_2, \infty, w, (y_2, b_2)> \emptyset \parallel_{\{a_2\}} \emptyset$ because the first term has a transition labeled with action $<a_1, \lambda, (y_1, b_1)>$ while the second term has no transitions at all. On the contrary, the removal of lower priority passive actions of a given type does not cause any problem.

**Theorem 12.2** Let $\mathcal{A}_1^\text{RY}$ be the set of axioms in Table 12.2. The deductive system $\text{Ded}(\mathcal{A}_1^\text{RY})$ is sound and complete for $\sim_{\text{MB}_1^\text{RY}}$ over the set of nonrecursive terms of $\mathcal{G}_1$.

**Proof:** The proof is similar to that of the corresponding Theorem 11.5 of Chapter 11 (presented in Appendix B.3) with the difference that a nonrecursive term $E \in \mathcal{G}_1$ is defined to be in sum normal form (snf) if and only if $E$ is $0$ or $\sum_{i \in I} <a_i, \tilde{\lambda}_i, (\tilde{y}_i, \tilde{b}_i)> . E_i$ with every $E_i$ in snf, where the nonempty finite set $I$ is such that there are no $i, i' \in I$ for which $a_i = a_{i'} \land \tilde{\lambda}_i = \ast_{l_i, w_i} \land \tilde{\lambda}_{i'} = \ast_{l_{i'}, w_{i'}} \land l_i \neq l_{i'}$. 

We observe that axiom $(\mathcal{A}_4)_i^\text{RY}$ is exactly the rule we wanted our equivalence to satisfy, while axiom $(\mathcal{A}_5)_i^\text{RY}$ establishes that lower priority passive actions of a given type can be left out.
Chapter 12. Expressing Performance Measures Through Rewards

\[(A_1)^{RV}_i\] \((E_1 + E_2) + E_3 = E_1 + (E_2 + E_3)\)

\[(A_2)^{RV}_i\] \(E_1 + E_2 = E_2 + E_1\)

\[(A_3)^{RV}_i\] \(E + 0 = E\)

\[(A_4)^{RV}_i\] \(<a, \tilde{\lambda}_1, (\tilde{y}_1, \tilde{b})>.E + <a, \tilde{\lambda}_2, (\tilde{y}_2, \tilde{b})>.E =
\begin{align*}
&<a, \tilde{\lambda}_1 + \tilde{\lambda}_2, (\tilde{y}_1 + \tilde{y}_2, \tilde{b})>.E \quad \text{if } PL(\tilde{\lambda}_1) = PL(\tilde{\lambda}_2) \\
&<a, \star_{i, w_1}, \star>.E_i + <a, \star_{i, w_2}, \star>.E_2 = \quad \text{if } l_1 > l_2
\end{align*}\)

\[(A_5)^{RV}_i\] \(<a, \star_{i, w_1}, \star>.E_i + <a, \star_{i, w_2}, \star>.E_2 =<a, \star_{i, w_1}, \star>.E_i \quad \text{if } l_1 > l_2\)

\[(A_6)^{RV}_i\] \(\emptyset / L = \emptyset\)

\[(A_7)^{RV}_i\] \(<a, \tilde{\lambda}, (\tilde{y}, \tilde{b})>.E)/L = <a, \tilde{\lambda}, (\tilde{y}, \tilde{b})>.(E/L) \quad \text{if } a \notin L\)

\[(A_8)^{RV}_i\] \(<a, \tilde{\lambda}, (\tilde{y}, \tilde{b})>.E)/L = \tau, \tilde{\lambda}, (\tilde{y}, \tilde{b})>.(E/L) \quad \text{if } a \in L\)

\[(A_9)^{RV}_i\] \((E_1 + E_2)/L = E_1/L + E_2/L\)

\[(A_{10})^{RV}_i\] \(\emptyset/\emptyset = \emptyset\)

\[(A_{11})^{RV}_i\] \(<a, \tilde{\lambda}, (\tilde{y}, \tilde{b})>.E/\emptyset = <\rho(a), \tilde{\lambda}, (\tilde{y}, \tilde{b})>.(E/\emptyset)\)

\[(A_{12})^{RV}_i\] \((E_1 + E_2)/\emptyset = E_1/\emptyset + E_2/\emptyset\)

\[(A_{13})^{RV}_i\] \(\sum_{i \in I_0} <a_i, \tilde{\lambda}_i, (\tilde{y}_i, \tilde{b}_i)>.E_i \sum_{i \in I_1} <a_i, \tilde{\lambda}_i, (\tilde{y}_i, \tilde{b}_i)>.E_i =
\begin{align*}
&\sum_{j \in I_0, a_j \notin S} <a_j, \tilde{\lambda}_j, (\tilde{y}_j, \tilde{b}_j)>.(E_j) + \sum_{i \in I_1} <a_i, \tilde{\lambda}_i, (\tilde{y}_i, \tilde{b}_i)>.E_i + \sum_{j \in I_1, a_j \notin S} <a_j, \tilde{\lambda}_j, (\tilde{y}_j, \tilde{b}_j)>.(\sum_{i \in I_0} <a_i, \tilde{\lambda}_i, (\tilde{y}_i, \tilde{b}_i)>.E_i) + \sum_{k \in K_0, \tilde{k} \in \bar{P}_{a_k}} <a_k, \tilde{\lambda}_k \cdot (w_k/W_{a_k}), (\tilde{y}_k \cdot (w_k/W_{a_k}), \tilde{b}_k)>.(E_k) + \sum_{k \in K_1, \tilde{k} \in \bar{P}_{a_k}} <a_k, \tilde{\lambda}_k \cdot (w_k/W_{a_k}), (\tilde{y}_k \cdot (w_k/W_{a_k}), \tilde{b}_k)>.(E_k) + \sum_{k \in K_0, \tilde{k} \in \bar{P}_{a_k}} <a_k, \star_{i, w_k}, (w_k/W_{a_k}), (w_k/W_{a_k}), \tilde{a}_{k}\star>.E_k \sum_{k \in K_1, \tilde{k} \in \bar{P}_{a_k}} <a_k, \star_{i, w_k}, (w_k/W_{a_k}), (w_k/W_{a_k}), \tilde{a}_{k}\star>.E_k \sum_{k \in K_0, \tilde{k} \in \bar{P}_{a_k}} <a_k, \star_{i, w_k}, (w_k/W_{a_k}), (w_k/W_{a_k}), \tilde{a}_{k}\star>.E_k \sum_{k \in K_1, \tilde{k} \in \bar{P}_{a_k}} <a_k, \star_{i, w_k}, (w_k/W_{a_k}), (w_k/W_{a_k}), \tilde{a}_{k}\star>.E_k
\end{align*}\)

where \(I_0 \cap I_1 = \emptyset, \tilde{\lambda}_i = \star_{i, w_i} \) for \(i \in I_0 \cup I_1, PL(\tilde{\lambda}_i) < 0\), and for \(j \in \{0, 1\}\)

\[L_{j,a} = \max\{k \mid k \in I_j \land a_k = a \land \tilde{\lambda}_k = \star_{k, w_k}\}\]

\[P_{j,a} = \{k \in I_j \mid a_k = a \land \tilde{\lambda}_k = \star_{k, w_k} \land \tilde{\lambda}_k = L_{j,a}\}\]

\[K_j = \{k \in I_j \mid a_k \in S \land PL(\tilde{\lambda}_k) \geq 0 \land P_{j-1,a,k} \neq \emptyset\}\]

\[P_0 = \{k \in I_0 \mid \exists a \in S, k \in P_{0,a} \land P_{1,a} \neq \emptyset\}\]

\[W_{j,a} = \sum_{k \in P_{j,a} \land \tilde{\lambda}_k = \star_{k, w_k}}{w_k}\]

\[N_a = \begin{cases} 
W_{0,a} + W_{1,a} & \text{if } L_{0,a} = L_{1,a} \\
W_{0,a} & \text{if } L_{0,a} > L_{1,a} \\
W_{1,a} & \text{if } L_{1,a} > L_{0,a}
\end{cases}\]
Theorem 12.3 Let \( E_1, E_2 \in \mathcal{E}_1 \). If \( E_1 \sim_{\text{MB}^{\text{RY}}} E_2 \) then the value of the reward based performance measure is the same for \( E_1 \) and \( E_2 \).

Proof: Let us consider only the case of stationary performance measures, for which formula (2.2) of Sect. 2.2.8 applies; the case of transient performance measures is similar. From \( E_1 \sim_{\text{MB}^{\text{RY}}} E_2 \) it follows that \( E_1 \) and \( E_2 \) are Markovian bisimulation equivalent. Therefore their underlying MCs are lumping equivalent. This means that their underlying MCs minimized w.r.t. \( \sim_{\text{MB}^{\text{RY}}} \), in which every maximal set of equivalent original states results in a single macrostate, are isomorphic. As a consequence, if we take two macrostates \( C_1, C_2 \) from the two minimized MCs such that the contained original states are all equivalent, then \( \pi_{C_1} = \pi_{C_2} \) with \( \pi_{C_k} = \sum_{s \in C_k} \pi_s \) for \( k = 1, 2 \). From the definition of \( \sim_{\text{MB}^{\text{RY}}} \), it follows that every original state \( s \) of \( C_1 \) and \( C_2 \) has the same aggregated reward \( \sum_{a \in AType} \text{Yield}_1(s, a, \text{l}_{\text{max}}(s), \mathcal{E}_1) \), where \( \text{l}_{\text{max}}(s) \) is the maximum priority level of the transitions of \( s \). Therefore \( \sum_{s \in C_1} (\sum_{a \in AType} \text{Yield}_1(s, a, \text{l}_{\text{max}}(s), \mathcal{E}_1)) \cdot \pi_s = \sum_{s \in C_2} (\sum_{a \in AType} \text{Yield}_1(s, a, \text{l}_{\text{max}}(s), \mathcal{E}_1)) \cdot \pi_s \). By summing over all the macrostates \( C_1 \) of the minimized MC underlying \( E_1 \) and over all the macrostates \( C_2 \) of the minimized MC underlying \( E_2 \), we obtain that the first summand of formula (2.2) of Sect. 2.2.8, i.e. \( \sum_i y_i \cdot \pi_i \), is the same for \( E_1 \) and \( E_2 \). As far as the second summand of formula (2.2) is concerned, since we do not aggregate bonus rewards, we have that it is obviously the same for \( E_1 \) and \( E_2 \). In conclusion, the value of the performance measure is the same for \( E_1 \) and \( E_2 \).

We conclude by pointing out that all the results above smoothly extend to an arbitrary length \( n \) of the sequences of pairs of rewards within the actions. In particular, the set of axioms \( \mathcal{A}_n^{\text{RY}} \) is a trivial extension of \( \mathcal{A}_1^{\text{RY}} \).

12.4.2 Aggregating Bonus Rewards

As witnessed by axiom \((\mathcal{A}_1)^{\text{RY}} \), \( \sim_{\text{MB}^{\text{RY}}} \) aggregates rates and yield rewards without manipulating bonus rewards at all. However, if we look at the way performance measures are computed according to formulae (2.2) and (2.3) of Sect. 2.2.8, we note that whenever two actions are merged into a single one, then their bonus rewards can be aggregated as well. Unlike the rates and the yield rewards of those two actions, the bonus rewards are not just summed up as each of them needs to be preliminarily multiplied by the execution probability of the corresponding action. As an example, \( <a, \lambda_1, (y_1, b_1)>.E + <a, \lambda_2, (y_2, b_2)>.E \) can be equated to \( <a, \lambda_1 + \lambda_2, (y_1 + y_2, b_1 + b_2)>.E \); similarly \( <a, \infty, (y_1, b_1)>.E + <a, \infty, (y_2, b_2)>.E \) can be equated to \( <a, \infty, (y_1 + y_2, b_1 + b_2)>.E \). To be more precise, the probability by which each bonus reward involved in the aggregation must be multiplied is the probability of executing the corresponding action conditioned on the fact that one of the actions involved in the aggregation is executed. Considering such a conditional execution probability instead of just the execution probability is not only necessary to preserve the value of the performance measures according to formulae (2.2) and (2.3) of Sect. 2.2.8, but is also crucial to get the congruence property. We introduce below an improved reward based RY-Markovian bisimulation congruence that aggregates bonus rewards as well.
Definition 12.9 We extend the real number division to rates of the same priority level as follows:

\[ \frac{*_{l,w_1}}{*_{l,w_2}} = \frac{*_{l,w_1/w_2}} \]

and we extend the real number multiplication to passive rates and unspecified rewards as follows:

\[ *_{l,w} \cdot * = * \]

We define function aggregated rate-yield-bonus \( RYB_1 : G_1 \times AType \times \mathbb{Z} \times \mathcal{P}(G_1) \rightarrow \mathbb{ARate} \times \mathbb{ARew} \times \mathbb{ARew} \) by:

\[
RYB_1(E, a, l, C) = (Rate_1(E, a, l, C), Yield_1(E, a, l, C), Bonus_1(E, a, l, C))
\]

where:

\[
Rate_1(E, a, l, C) = \sum_{\lambda} \sum_{\exists \tilde{y}, \tilde{b}} \exists E' \in C. E \xrightarrow{\lambda, \tilde{y}, \tilde{b}} E' \wedge PL(\lambda) = l
\]

\[
Yield_1(E, a, l, C) = \sum_{\tilde{y}} \sum_{\exists \lambda, \tilde{b}} \exists E' \in C. E \xrightarrow{\lambda, \tilde{y}, \tilde{b}} E' \wedge PL(\lambda) = l
\]

\[
Bonus_1(E, a, l, C) = \sum_{\lambda} \sum_{Rate_1(E, a, l, C)} \sum_{\exists \tilde{b}} \exists \tilde{y} \in C. E \xrightarrow{\lambda, \tilde{y}, \tilde{b}} E' \wedge PL(\lambda) = l
\]

with \( RYB_1(E, a, l, C) = \perp \) whenever the multisets above are empty.

Definition 12.10 An equivalence relation \( B \subseteq G_1 \times G_1 \) is a \( RYB \)-Markovian bisimulation of order 1 if and only if, whenever \((E_1, E_2) \in B\), then for all \( a \in AType, l \in \mathbb{Z}, \) and equivalence classes \( C \in G_1 / B \)

\[
RYB_1(E_1, a, l, C) = RYB_1(E_2, a, l, C)
\]

It is easy to see that the union of all the \( RYB \)-Markovian bisimulations of order 1 is a \( RYB \)-Markovian bisimulation of order 1.

Definition 12.11 We call \( \sim_{RYB} \), defined as the union of all the \( RYB \)-Markovian bisimulations of order 1, the \( RYB \)-Markovian bisimulation equivalence of order 1.

Theorem 12.4 \( \sim_{RYB} \) is a congruence w.r.t. all the algebraic operators as well as recursive constant definitions.

Proof: See Appendix C.2.

Theorem 12.5 Let \( A_1^{RYB} \) be the set of axioms obtained from those in Table 12.2 by replacing \( (A_4)_1^{RYB} \) with

\[
(A_4)_1^{RYB} <a, \tilde{\lambda}_1, (\tilde{y}_1, \tilde{b}_1)>, E + <a, \tilde{\lambda}_2, (\tilde{y}_2, \tilde{b}_2)>, E =
\]

\[
<a, \tilde{\lambda}_1 + \tilde{\lambda}_2, (\tilde{y}_1 + \tilde{y}_2, \tilde{b}_1 + \tilde{b}_2)>, E
\]

if \( PL(\tilde{\lambda}_1) = PL(\tilde{\lambda}_2) \). The deductive system \( Ded(A_1^{RYB}) \) is sound and complete for \( \sim_{RYB} \) over the set of nonrecursive terms of \( G_1 \).

Proof: The proof is similar to that of Theorem 12.2, with the difference that every term in sum normal form contains at most one summand with a certain action type, priority level, and derivative term.
Theorem 12.6 Let $E_1, E_2 \in E_1$. If $E_1 \sim_{\text{MB}^{\text{hyb}}} E_2$ then the value of the reward based performance measure is the same for $E_1$ and $E_2$.

Proof: Let us consider only the case of stationary performance measures, for which formula (2.2) of Sect. 2.2.8 applies; the case of transient performance measures is similar. From $E_1 \sim_{\text{MB}^{\text{hyb}}} E_2$ it follows that $E_1$ and $E_2$ are Markovian bisimulation equivalent. Therefore their underlying MCs are lumping equivalent. This means that their underlying MCs minimized w.r.t. $\sim_{\text{MB}^{\text{hyb}}}$, in which every maximal set of equivalent original states results in a single macrostate, are isomorphic. As a consequence, if we take two macrostates $C_1, C_2$ from the two minimized MCs such that the contained original states are all equivalent, then $\pi_{C_1} = \pi_{C_2}$ with $\pi_{C_k} = \sum_{s \in C_k} \pi_s$ for $k = 1, 2$. From the proof of Theorem 12.3 we derive that the value of the first summand of formula (2.2) of Sect. 2.2.8 is the same for $E_1$ and $E_2$. As far as the second summand of formula (2.2) is concerned, fixed an equivalence class $C$ of original states, from the definition of $\sim_{\text{MB}^{\text{hyb}}}$ it follows that, for every action type $a$, every original state $s$ of $C_1$ and $C_2$ has the same aggregated rate $\text{Rate}_1(s, a, l_{\max}(s), C)$ and the same aggregated conditional bonus reward $\text{Bonus}_1(s, a, l_{\max}(s), C)$ to reach $C$. As a consequence, summing over all the action types it turns out that every original state $s$ of $C_1$ and $C_2$ has the same value for the product $\sum_{a \in \text{AType}} (\text{Bonus}_1(s, a, l_{\max}(s), C) \cdot \text{Rate}_1(s, a, l_{\max}(s), C))$, which is $\sum_{a \in \text{AType}} \sum_{l, w} \langle b \cdot \lambda | \exists y. \exists s' \in C. s \xrightarrow{a, \lambda(\bar{y}, \bar{b})} s' \wedge PL(\bar{\lambda}) = l_{\max}(s) \rangle \cdot \pi_s$ for $k = 1, 2$, it follows that $\sum_{s \in C_1} \sum_{a \in \text{AType}} \sum_{l, w} \langle b \cdot \lambda | \exists y. \exists s' \in C. s \xrightarrow{a, \lambda(\bar{y}, \bar{b})} s' \wedge PL(\bar{\lambda}) = l_{\max}(s) \rangle \cdot \pi_s = \sum_{s \in C_2} \sum_{a \in \text{AType}} \sum_{l, w} \langle b \cdot \lambda | \exists y. \exists s' \in C. s \xrightarrow{a, \lambda(\bar{y}, \bar{b})} s' \wedge PL(\bar{\lambda}) = l_{\max}(s) \rangle \cdot \pi_s$. By summing over all the macrostates $C_1$ of the minimized MC underlying $E_1$ and over all the macrostates $C_2$ of the minimized MC underlying $E_2$ (and by transforming the occurring rates into the corresponding probabilities in the discrete time case), we obtain that the second summand of formula (2.2) of Sect. 2.2.8 is the same for $E_1$ and $E_2$. In conclusion, the value of the performance measure is the same for $E_1$ and $E_2$. \[ \square \]

12.4.3 Mixing Yield and Bonus Rewards

Having the objective of defining a reward based Markovian bisimulation congruence that aggregates as much as possible, the question arises as to whether it is possible to consider just one type of reward instead of two. From the point of view of an equivalence, this can be rephrased in terms of being able to jointly consider yield and bonus rewards. By looking at formulae (2.2) and (2.3) of Sect. 2.2.8 and the way transition frequencies are computed, we note that in the continuous time case $<a, \lambda_1, (y_1, b_1)>.E + <a, \lambda_2, (y_2, b_2)>.E$ can be equated to $<a, \lambda_1 + \lambda_2, (y_1 + y_2 + \lambda_1 \cdot b_1 + \lambda_2 \cdot b_2, 0)>.E$, while in the discrete time case $<a, \infty_{l, w_1}, (y_1, b_1)>.E + <a, \infty_{l, w_2}, (y_2, b_2)>.E$ can be equated to $<a, \infty_{l, w_1 + w_2}, (y_1 + y_2 + \frac{w_1}{w_1 + w_2} \cdot b_1 + \frac{w_2}{w_1 + w_2} \cdot b_2, 0)>.E$. This gives rise to a normal form where only yield rewards are actually present, with bonus rewards being zero (or unspecified in the case of passive actions). However, in the discrete time case, we observe that the factor by which each bonus reward must be multiplied is equal to the execution probability of the transition to which it is attached. Since such a probability varies depending on the context in which the term is plugged,
compositionality is lost. As an example, if we call $E_1$ and $E_2$ the two equivalent terms above, respectively, and we take $E_3$ defined by $<a, \infty, w_3>\cdot E$, we have that the aggregated yield reward for $E_1 + E_3$ is $y_1 + y_2 + y_3 + \frac{w_1}{w_1+w_2+w_3} \cdot b_1 + \frac{w_2}{w_1+w_2+w_3} \cdot b_2 + \frac{w_3}{w_1+w_2+w_3} \cdot b_3$, while the aggregated yield reward for $E_2 + E_3$ is $y_1 + y_2 + \frac{w_1}{w_1+w_2} \cdot b_1 + \frac{w_2}{w_1+w_2} \cdot b_2 + y_3 + \frac{w_3}{w_1+w_2+w_3} \cdot b_3$. We introduce below a further improved reward based Markovian bisimulation congruence that mixes yield and bonus rewards in the continuous time case.

**Definition 12.12** We define function aggregated rate-reward $RR_1: \mathcal{G} \times \text{AType} \times \mathbb{Z} \times P(\mathcal{G}) \rightarrow (\text{ARate} \times \text{ARew}) \cup (\text{ARate} \times \text{ARew} \times \text{ARew})$ by:

$$RR_1(E, a, l, C) = \begin{cases} (\text{Rate}_1(E, a, l, C), \text{Reward}_1(E, a, C)) & \text{if } l = 0 \\ \text{RYB}_1(E, a, l, C) & \text{if } l \neq 0 \end{cases}$$

where:

$$\text{Reward}_1(E, a, C) = \sum \{ |\tilde{y} + \tilde{\lambda} \cdot \tilde{b} | \exists E' \in C. E \xrightarrow{a, \tilde{\lambda}, (\tilde{y}, \tilde{b})} E' \wedge \text{PL}(\tilde{\lambda}) = 0 \}$$

with $RR_1(E, a, l, C) = \bot$ whenever the multisets above are empty.

**Definition 12.13** An equivalence relation $B \subseteq \mathcal{G}_1 \times \mathcal{G}_1$ is a $RR$-Markovian bisimulation of order 1 if and only if, whenever $(E_1, E_2) \in B$, then for all $a \in \text{AType}$, $l \in \mathbb{Z}$, and equivalence classes $C \in \mathcal{G}_1/B$:

$$RR_1(E_1, a, l, C) = RR_1(E_2, a, l, C)$$

It is easy to see that the union of all the $RR$-Markovian bisimulations of order 1 is a $RR$-Markovian bisimulation of order 1.

**Definition 12.14** We call $\sim_{\text{MRB}^n}$, defined as the union of all the $RR$-Markovian bisimulations of order 1, the $RR$-Markovian bisimulation equivalence of order 1.

**Theorem 12.7** $\sim_{\text{MRB}^n}$ is a congruence w.r.t. all the algebraic operators as well as recursive constant definitions.

**Proof:** The proof is an easy reworking of that of Theorem 12.4 (presented in Appendix C.2), with the difference that in the case of exponentially timed actions the equalities for $\text{Yield}_1$ and $\text{Bonus}_1$ do not come into play and the equalities for $\text{Reward}_1$ have the same form as the equalities for $\text{Yield}_1$. □

**Theorem 12.8** Let $A_1^{\text{RR}}$ be the set of axioms obtained from $A_1^{\text{RYB}}$ by adding:

$$(A_4')_{A_1}^{\text{RR}} <a, \lambda, (y, b)>.E = <a, \lambda, (y + \lambda \cdot b, 0)>.E$$

The deductive system $\text{Ded}(A_1^{\text{RR}})$ is sound and complete for $\sim_{\text{MRB}^n}$ over the set of nonrecursive terms of $G_1$.

**Proof:** The proof is similar to that of Theorem 12.2, with the difference that the sum normal form additionally requires that each occurring exponentially timed action has bonus reward zero. □
Theorem 12.9 Let $E_1, E_2 \in E_1$. If $E_1 \sim_{\text{MB}^{\text{RR}}} E_2$ then the value of the reward based performance measure is the same for $E_1$ and $E_2$.

Proof: Similar to that of Theorem 12.6.

12.5 An Overview of TwoTowers

The analysis of performance measures with EMPA$_{gr_n}$ has been fully automatized in TwoTowers [26, 19], a software tool for modeling and analyzing functional and performance properties of computer, communication and software systems described in EMPA$_{gr_n}$. As shown in Fig. 12.1, TwoTowers is composed of a graphical user interface, a compiler, a functional analyzer, a performance analyzer, and an integrated analyzer.

Figure 12.1: Architecture of TwoTowers

The graphical user interface allows the user to edit the specifications of the systems in EMPA$_{gr_n}$, compile them, and run the various analysis routines. Additionally, it permits to edit the specifications of functional requirements and QoS metrics for the systems under investigation.

The compiler is in charge of parsing EMPA$_{gr_n}$ specifications and pinpointing lexical, syntactical and static semantical errors. If a specification is correct, the compiler can produce the semantic model (integrated LTS, functional LTS, CTMC/DTMC) on which further analysis is based.

The integrated analyzer conducts those investigations that require both functional and performance information. It thus contains a routine to check two correct EMPA$_{gr_n}$ specifications for Markovian bisimulation equivalence of order $n$.

The functional analyzer takes care of verifying that certain functional requirements are satisfied by the functional LTS derived from a correct EMPA$_{gr_n}$ specification. This is achieved by interfacing TwoTowers
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with the Concurrency Workbench of New Century (CWB-NC) [63], thereby providing support for model checking in the $\mu$-calculus or CTL [59], equivalence checking (strong and weak bisimulation equivalences [122] and may and must testing equivalences [74]), and preorder checking (may and must testing preorders [74]).

Finally, the performance analyzer computes certain performance measures on the CTMC/DTMC derived from a correct EMPA$_{gr_n}$ specification. This can be done via numerical analysis through the Markov Chain Analyzer (MarCA) [147] or via simulation. As far as the attachment of rewards is concerned, we observe that in TwoTowers it is separated from the system specification for operational convenience. In other words, two distinguished files must be prepared: one with the EMPA$_{gr_n}$ specification of the system and one with the specification of the performance measures, each under the form $id = (reward\_list)$ where $id$ is the measure identifier and $reward\_list$ is a list of reward assignments of the form "$ayb$", which means that every nonpassive action with type $a$ must be given yield reward $y$ and bonus reward $b$ for the measure under specification. This way of specifying rewards, which is equivalent to attaching sequences of reward pairs to actions, has two advantages. On the one hand, the system specification is not obfuscated by performance measure related details. On the other hand, the specification of performance measures can be easily updated without changing the specification of the system they refer to and can be reused for other system specifications.

12.6 Conclusion

In this chapter we have made a further step in the direction of adding expressive features to process algebras by introducing a way to describe performance measures, in order to allow the modeler to capture the QoS metrics of interest. In particular, following the approach of [19], we specify performance measures by attaching sequences of yield and bonus reward pairs to process algebra actions, thus resulting in a family of process algebras EMPA$_{gr_n}$. We have shown that this method achieves an acceptable expressive power and ease of use and, most importantly, allows performance measure sensitive congruences to be defined. In particular the coarsest reward based Markovian bisimulation equivalence that we have defined aggregates yield rewards as well as bonus rewards, provided that they are multiplied by the conditional probability of executing the actions to which they are attached, and allows yield rewards and bonus rewards to be used interchangeably in the continuous time case, provided that they are divided/multiplied by the rates of the actions to which they are attached. The impossibility result of this chapter, i.e. the fact that it is not possible to define a performance measure sensitive Markovian bisimulation congruence that allows yield and bonus rewards to be used interchangeably in the discrete time case, emphasizes the necessity of the bonus rewards. In the literature of Markov reward processes it is well known that yield and bonus rewards can be used interchangeably in the continuous time case, and in this chapter we have verified that such a property does not violate compositionality. In the continuous time case the yield rewards work well because of the race policy. In particular, the additivity assumption is sound because in every state all the transitions are viewed as being in parallel execution, hence each of them contributes with its yield reward to the accumulation
of reward at the state. In the discrete time case, instead, the preselection policy applies, hence the bonus rewards are more natural to express performance measures. Besides being more convenient from the modeling viewpoint, in the discrete time case the bonus rewards are also necessary from the compositionality viewpoint, i.e. they cannot be transformed into yield rewards if we want to get a congruence. In fact, if we transform them into yield rewards, we have that the contribution of the transitions to the accumulation of reward at the state is given by their average bonus reward, i.e. the weighted sum of their bonus rewards with each of them multiplied by the execution probability of the corresponding transition. Since the above mentioned execution probabilities (unlike the rates in the continuous time case) vary depending on the environment in which the state is placed, compositionality is lost.

We would like to point out the following practice related observation. Describing the rewards directly within the Markovian process algebra specifications of the systems has the advantage of allowing the specifications to be compositionally manipulated while preserving the value of the performance measures. This advantage on the analysis side is unfortunately diminished by a drawback on the modeling side: the system specifications are obfuscated with performance measure related details. However, the Markovian process algebra specification of a system and the specification of its reward based performance measures of interest can be easily decoupled by separately describing the rewards to be attached to the actions occurring in the system specification as, e.g., we did in Chapter 10 for bonus rewards. A syntactical preprocessing step, like the one performed by the EMPA$_{gr}$ based software tool TwoTowers [19], then permits to automatically insert the rewards into the system specification. This avoids burdening the system specifications with rewards at modeling time, eases the specification of additional performance measures for the same system specification, and allows every performance measure specification to be reused for different system specifications.

Prior to our algebra based method, a different method was proposed in [57] to specify reward based performance measure in a process algebraic framework. Such a method was inspired by the preliminary work in [101], where it is proposed to use a temporal logic formula to partition the semantic model of a Markovian process algebra description in such a way that each part exhibits or not a particular behavior formalized through the logic formula itself. The idea is to define a reward structure as a function of such a partition, which associates a unique (yield) reward to all the states of the same class.

In [57] this logic based method is further elaborated on. The process of specifying performance measures is split into two stages. The first stage consists of defining a reward specification, which is a pair composed of a Hennessy-Milner logic formula [122] and an expression: every state satisfying the modal logic formula is assigned as a yield reward the value of the expression, which may consist of the usual arithmetic operators applied to real numbers, action rates, and special variables storing previously or currently assigned rewards. The second stage, instead, consists of defining a reward attachment that determines at which process derivatives a particular reward specification is evaluated. Such a method addresses only yield rewards and stationary measures.

If we compare the algebra based method and the logic based method w.r.t. the four criteria of Sect. 12.2,
we see that in general the algebra based method is less powerful than the logic based method, as rewards are simply expressed as real numbers in the former method and particular behaviors formalizable through logic formulae cannot be captured (see e.g. the specification of the utilization for $QS_{M/M/n/n}^{\alpha}$ in Sect. 12.2), but easier to learn and use, as it does not require the knowledge of any extra formalism to specify rewards (consider e.g. the logic formula necessary to specify the mean number of customers for $QS_{M/M/n/n}^{\alpha}$ in Sect. 12.2). The logic based method is more time consuming than the algebra based method, as it would require in principle an additional scan of the state space in order to check states against the modal logic formulae in order to attach yield rewards: fortunately, model checking on the fly should be possible. Finally, an equational characterization is possible in the case of the algebra based method but not in the case of the logic based method, hence with the latter method a compositional, performance measure preserving term manipulation cannot be conducted. Because of the results about the relationship between bisimulation equivalence and Hennessy-Milner logic formula satisfiability [122], the logic based method only guarantees that if two terms are Markovian bisimulation equivalent then equivalent states get the same yield reward, hence the performance index under study has the same value for the two terms. The converse does not hold: if two terms satisfy a given set of Hennessy-Milner logic formulae, then the two terms may be bisimulation equivalent but not necessarily Markovian bisimulation equivalent, which means that the value of the specified performance measures for the two terms may be different.

Recently, in [58] the lack of equational characterization for the logic based method has been remedied. This has been accomplished by using a Markovian modal logic inspired by the probabilistic modal logic of [117], instead of the Hennessy-Milner logic, and by showing that two terms satisfy the same Markovian modal logic formulae if and only if they are Markovian bisimulation equivalent. As a consequence, Markovian bisimulation equivalent states get the same reward according to the approach of [58]. In this respect, the algebra based method turns out to be more flexible, as it allows different rewards to be associated with Markovian bisimulation equivalent states, hence the need for the previously presented family of Markovian bisimulation equivalences that take rewards into account. Additionally, in [58] the ease of use of the logic based method has been enhanced by proposing a high level language for enquiring about the stationary performance characteristics possessed by a process term. Such a language, whose formal underpinning is constituted by the Markovian modal logic (which thus becomes transparent to the user), is based on the combination of the standard mathematical notation (arithmetical, relational and logical operators as well as probability), a notation based on the Markovian bisimulation equivalence which is useful to focus queries directly on states, and a notation expressing the potential to perform an action of a given type.

We conclude by mentioning that, as far as the problem of specifying performance measures is concerned, more recently a different logic based approach has been proposed in [17], which has a relationship with the Markovian bisimulation equivalence. Unlike [57, 58], where the logic is used to single out those states to which a certain yield reward must be attached, this new approach relies on the logic CSL, a continuous stochastic time variant of CTL [59], to inquiry (similarly to the high level language of [58]) about the value
of stationary and transient performability measures of a process term. Based on the observation that the progress of time can be regarded as the earning of reward, a variant of CSL called CRL has been subsequently proposed in [15], where yield rewards are assumed to be attached to the states. A drawback of this approach is that the way in which yield rewards should be specified and attached to the states is not provided. We thus envision that this novel approach may be profitably integrated with the algebra based method of this chapter or the logic based method of [58].
Chapter 13

Generalized Semi-Markovian Process Algebra

The aim of this chapter is to show how to extend EMPA$_{gr}$ so that timed actions with generally distributed durations can be expressed. In particular, we show that the techniques for representing general distributed durations in process algebra introduced in Chapters 6 and 7 based on ST semantics and preselection policy for choices can be naturally used for expressing generally distributed timed actions.

Differently from the calculus of IGSMPs introduced in Chapter 7, in the process algebra that we introduce here, called Generalized Semi-Markovian Process Algebra (GSMPA), we use ST semantics based on static names instead of dynamic names. The reason for this is not related to the fact of considering timed actions instead of untyped time delays: we could use a dynamic technique for deriving clock names also in the case of timed actions. We use static names because it allows us to obtain smaller initial semantic models for algebraic specifications and to decouple the specification of system behavior from the specification of action durations which, as we will show, is convenient when dealing with general distributions.

Moreover, with respect to the calculus of IGSMPs, we introduce the possibility of representing contemporaneous termination of timed actions in a very simple way by using step semantics for termination events, hence improving the expressivity of the resulting process algebra. In particular, this means that we can represent systems which employ really any kind of duration distributions (even non-continuous ones) and whose performance models may, strictly speaking, even not be generalized semi-Markov processes where contemporaneous termination of elements is not allowed.

On the other hand, due to the usage of static names and to the fact that we represent contemporaneous termination of timed actions, the definition of a bisimulation based equivalence for GSMPA is much more complex with respect to the calculus of IGSMPs and there is no easy way to produce an axiomatization for such an equivalence. In particular, the complexity of the equivalence mainly derives from the coexistence of probabilistic choices among clock start events and the necessity, due to the usage of a static technique, of associating names of clocks when establishing bisimulation of systems.

GSMPA is introduced together with its formal semantics, an example of performance evaluation, and the notion of bisimulation equivalence which is shown to be a congruence.

13.1 Introduction

Extending EMPA\textsubscript{gr} to generally distributed time is very important to make it really capable of modeling real world systems. Especially because such an extension allows us to express both the real-time and the stochastic time aspects of systems, as explained in Sect. 1.

13.1.1 The Basic Idea

In this chapter we show that EMPA\textsubscript{gr} can be naturally extended to timed actions with general distributions by using the techniques introduced in Chapters 6 and 7 based on ST semantics and preselection policy for choices. In particular, similarly as for the calculus of IGSMPs, we use semantic models which represent the execution of generally distributed timed actions by means of clocks through events of clock starts and terminations. Moreover, given an algebraic specification, we derive clock names and start and termination transitions from timed actions via ST semantics and we associate the choice information syntactically attached to the timed action (e.g. a priority level and a weight) to the start transition of the corresponding clock, thus obtaining a preselection policy for choosing among alternative timed actions. On the other hand, instead of considering ST semantics based on dynamic names as in the calculus of IGSMPs, here we consider a probabilistic variant of the static name technique introduced in Chapter 3, where the location of an action (i.e. its syntactical position with respect to parallel operators plus its type) is used as its name. Moreover we define the operational semantics in such a way that step semantics [134] is used for termination events, so to represent contemporaneous termination of timed actions. As we will show this design choice allows us to obtain smaller initial semantic models and to further increase the expressive power of the algebra at the price of a complex notion of equivalence among systems. Another drawback with respect to the calculus of IGSMPs, is that, as for the basic algebra considered in Chapter 3, we do not have an easy way to produce an axiomatization by using static names.

In order to simplify the presentation, in the language considered in this chapter we will not include priority levels and the generative-reactive synchronization mechanism, i.e. we will not distinguish between master (generative) and slave (reactive) actions as in EMPA\textsubscript{gr}. Similarly as for delays of the calculus of IGSMPs, we will just implement a probabilistic preselection policy among alternative timed actions by associating a weight \( w \) with each of them. Moreover, when synchronizing timed actions of the same type via the CSP [109] parallel operator we just take the weight of the resulting action to be the product of the weights of the two initial actions, so to represent independent choices on both sides of the parallel operator. Even if simple, this approach is not very elegant, because e.g. the meaning of the semantic model originated from the usual example \(<a, w'> + <b, w'' > \parallel_{a,b} <a, w'> + <b, w'' >\), where both processes want to decide on the action type to be performed, is somehow obscure. Nevertheless, simply taking the product of weights does not break the congruence property for the parallel operator and, since the treatment of probabilistic (and prioritized) choices is completely orthogonal to the management of general distributions, allow us to present
a simpler language which can be easily extended with the more adequate generative-reactive synchronization mechanism and with priority levels.

13.1.2 A Language for Generally Distributed Timed Actions

In the following we informally present the main features of the language, called Generalized Semi-Markovian Process Algebra (GSMPA), that we introduce in this chapter. GSMPA is an extension of the basic process algebra introduced in Chapter 2 where action prefix “\(a\)” is replaced by generally distributed timed action prefix “\(<a, w>\)”, where \(a\) is the action type and \(w\) is the weight associated with the action (in the following we will consider “\(a\)” to be a shorthand for “\(<a, 1>\)”). The general distribution associated with an action is not expressed directly in GSMPA terms as done in the calculus of IGSMPs. On the contrary, duration distributions to be considered for timed actions are separately described, similarly as in GSMPs, through functions which associate, for each sequential process composing the specified system, a general probability distribution with each action type. Decoupling the specification of system behavior from the specification of action duration distributions, which is allowed in the context of a probabilistic variant of ST semantic based on static names, although not strictly necessary, is the most natural solution when considering general distributions. This because it resembles the structure of GSMPs where duration distributions are separately associated with clocks and makes it possible to extend GSMPA with interruption mechanisms (see [42]): in the case a timed action \(a\) is interrupted, its execution can be continued by another action \(a\) of the same process (they have the same location, hence they are identified by the same clock in the semantics) which is guaranteed to have the same duration distribution. The specification of action duration distributions includes, besides the duration of local actions of sequential processes, also binary functions describing, for each action type, the synchronization policy, i.e. the way in which the duration distribution of an action obtained via synchronization must be computed from the two duration distributions of the synchronizing actions (see [108] for an overview of synchronization policies). Note that such an expressive feature is not incompatible with the introduction of a generative-reactive synchronization mechanism in GSMPA, this because, thanks to the adoption of the preselection policy, duration distributions of timed actions are not involved in the mechanism for selecting among alternative actions which is, instead, applied to transitions representing action starts. Therefore, distinguishing between master (generative) and slave (reactive) actions would only affect the way in which the choice information syntactically attached to the timed action (e.g. the priority level and the weight) is treated and, e.g., does not mean that slave actions must have an unspecified duration as for exponentially timed actions of EMPA\(_{gr}\) (see Chapter 11).

As already explained the semantics of GSMPA is based on the static name technique of Chapter 3 where global locations are used as (clock) names for timed actions. In this chapter action locations \(^1\) are denoted as follows. We will use “\(\langle\_\rangle\)” (“\(\_\rangle\)” to denote that an action is positioned in the subterm to the left (to the right) of the topmost parallel composition operator and “\(\langle\_\rangle\)” to denote that an action is obtained

\(^1\)In the following we will refer to global locations of Chapter 3, just by using “locations”.
by synchronization of the two subterms of the topmost parallel composition operator. For example in term \((a.E_1 \parallel b.E_2) \parallel b.E_3\): "\(a \, \triangleright \, b\)" is the name for the action formed by the single local action identified with \(a\) executed by the leftmost sequential process, while \(b_{(\triangleright \, \triangleright)}\) is the name for the action formed by the synchronization of the two local actions with type \(b\). We explicitly remark that the use of locations is correct because for the purpose of deriving a clock-based representation of system behavior (similar to that used for GSMPs) it is not necessary to identify every action of a term as a different clock. For example two consecutive actions of a term executed by the same sequential process cannot be concurrently executed, but are causally related. Thus the two actions cannot overlap during their execution and once an action has started it must terminate before the other one can start.

As in Chapter 3 we record in the states of semantic models the events of action starts by labeling states with the set of names of started actions. Therefore system states are represented by pairs \((E, \text{Exec})\), where \(E\) is a process term and \(\text{Exec}\) is a label expressing the set of names of actions “in execution”. We recall from Chapter 3 that, since in CSP the actions obtained by synchronization are observable, we cannot simply label in some way the local action (or the local actions in the synchronization case) within the process term as done, e.g., in [4]. Consider for example the term \((a.0 \parallel \emptyset a.0) \parallel \{a\} (a.0 \parallel \emptyset a.0)\). In this term two actions may start execution before any action terminate. By labeling local actions inside the term we could not distinguish e.g. if the two actions that have started are \(a_{(\triangleright \, \triangleright)}\) and \(a_{(\triangleright \, \triangleleft)}\), or \(a_{(\triangleright \, \triangleleft)}\) and \(a_{(\triangleright \, \triangleright)}\). On the other hand our approach allows us to generate semantic models very similar to GSMPs where states are labeled with active elements, and does not require the definition of a particular syntax for state terms.

As shown in Chapter 3, the fact of considering static names instead of dynamic names significantly reduces the size of semantic models directly derived from system specifications because, while in the dynamic approach the name assigned to actions depends on the order in which actions are started, in the static approach this does not happen. For instance, while with a dynamic approach the system \(a.0 \parallel \emptyset a.0\) may reach two different states where both actions \(a\) are in execution (one where the lefthand \(a\) gets name \(a_1\) and the righthand \(a\) gets name \(a_2\) and the other one where we are in the opposite situation), with a static approach, no matter in which order we start actions, it reaches the same state \(\langle a.0 \parallel \emptyset a.0, \{a_{(\triangleright \, \triangleright)}, a_{(\triangleright \, \triangleleft)}\} \rangle\).

The semantics of GSMPA describes the system behavior also in the case of contemporaneous termination of actions. This is done very naturally by defining termination transitions as in the step semantics [134]. For example consider the following GSMPA specification:

\[
a.0 \parallel \emptyset a.0
\]

\[PDF_{\triangleright}(a) = Det(5), \quad PDF_{\triangleleft}(a) = Gauss(0.5, 1)\]

where we express the durations of local actions by referring to the locations of the sequential processes they belong to (the lefthand \(a\) has a deterministic duration 5, while the righthand \(a\) has a Gaussian duration with mean 0.5 and variance 1). Once the two actions have started execution the system reaches the state \(\langle a.0 \parallel \emptyset a.0, \{a_{(\triangleright \, \triangleright)}, a_{(\triangleright \, \triangleleft)}\} \rangle\). The evolution of this state at the semantic level is depicted below.
where the transitions presented are termination transitions. In semantic models the termination transitions are not labeled with terminating actions since this would be a redundant information. The actions a transition refers to can easily be derived from the state labels. It is worth noting that the three termination transitions above are assumed to be possible irregardless of duration distributions (e.g. if in the example above \( \text{PDF}(a) = \text{Det}(4) \), only the rightmost computation would be actually possible). This is necessary in order to achieve the congruence property when defining the notion of equivalence as we will see in Sect. 13.5. The capability of expressing contemporaneous termination of timed actions is important because it allows us to represent systems which employ really any kind of duration distributions (even non-continuous ones) and whose performance models may, strictly speaking, even not be GSMPs where contemporaneous termination of elements is not allowed. In general the stochastic processes that we obtain from GSMPA specifications, which we call Extended Generalized Semi-Markov Processes (EGSMPs), are GSMPs extended with contemporaneous termination (see [41] for a precise definition).

As for the calculus of IGSMPs, in GSMPA choices are solved through the preselection policy. Choices among actions are carried out by giving each of them a probability proportional to its weight and then executing the selected action. For example, consider the following GSMPA specification:

\[
\langle a, 2 \rangle . E_1 + \langle b, 3 \rangle . E_2
\]

\[\text{PDF}(a) = \text{Det}(5), \quad \text{PDF}(b) = \text{Gauss}(0.5, 1)\]

At the semantic level the system is represented as follows:

\[
\text{PDF}(a) = \text{Det}(5), \quad \text{PDF}(b) = \text{Gauss}(0.5, 1)
\]

where each transition \(\longrightarrow\) represent the event of an action start. Since the choice of an action for execution
corresponds to the event of action start, the transitions \( \rightarrow \) are labeled with weights and are called \textit{start transitions}. Like termination transitions, start transitions are not labeled with the starting action since this information can easily be derived from the state labels.

13.1.3 Chapter Outline

This chapter is organized as follows. In Sect. 13.2 we show how to specify a system with GSMPA. In Sect. 13.3 we formally define the semantics for GSMPA. In Sect. 13.4 we present an example of performance evaluation: we compute the utilization of the server in a queuing system \( M/D/1/2/2 \) specified with GSMPA. Finally, in Sect. 13.5 we introduce a probabilistic bisimulation based notion of equivalence for GSMPA which we show to be a congruence.

13.2 Specification of a Concurrent System

The specification of a system is composed of the specification of its behavior (a term of GSMPA) and the specification of the duration of its actions. The separation of the two specifications reflects the same separation at the semantic model level stemming from the structure of GSMPs. The two separated specifications are presented in Sect. 13.2.1 and 13.2.2, respectively.

13.2.1 Specification of System Behavior

By following the approach of [30] we introduce the notation of action syntactical positions which comprises locations (denoted by \( \langle \cdot \rangle \), \( \cdot \), and \( \langle \cdot \rangle \) ) as well as positions with respect to the alternative position operators (denoted by \( \langle \cdot \rangle \) and \( \cdot \) ) and applications of a constant definition (denoted by \( \circ \) ). The role of \( \langle \cdot \rangle \) and \( \cdot \) will be explained in Sect. 13.3.1.

**Definition 13.1** The set \( \text{Pos} \) of action syntactical positions is generated by the following syntax

\[
\text{pos} ::= \bullet | \langle \text{pos} \rangle | \langle \text{pos} | \text{pos} \rangle | \langle \text{pos} | \text{pos} \rangle | \langle \text{pos} | \text{pos} \rangle | \langle \text{pos} | \text{pos} \rangle | \langle \text{pos} | \text{pos} \rangle
\]

The set \( \text{Loc} \) of action locations is the subset of \( \text{Pos} \) whose elements include only \( \langle \cdot \rangle \) and \( \cdot \).

The set \( \text{AId} \) of (top level) action identifiers is defined by

\[
\text{AId} = \text{AType} \times \text{Loc}
\]

where \( \text{AType} \) is the set of action types ranged over by \( a, b, c, \ldots \).

\[\text{In the following we omit the } \bullet \text{ when writing syntactical positions.}\]
Representation of Actions

Each action is represented as $<a_{loc}, v, w>$ and consists of a type $a$, a location $loc$, a visibility $v$, and a weight $w$.

The type and the location of an action together constitute the identifier (or name) of the action as described in Sect. 13.1. The visibility $v$ of an action specifies if the action must be executed internally or may synchronize with other actions. In GSMPA we cannot use a distinguished unique action type for invisible actions such as the traditional $\tau$, because in case some actions of a process are made hidden to the environment (by means of the hiding operator “/L” presented in Sect. 13.2.1) we must preserve the identifiers of actions (which include the action types) in order to distinguish actions belonging to the internal behavior of the process so that its performance is modeled correctly. As a consequence, visibility reduces to an action attribute.

Definition 13.2 The set $AVis$ of action visibilities, ranged over by $v$, is defined by

$$AVis = \{o, h\}$$

where $o$ stands for observable (default value) and $h$ stands for hidden. The set $AVId$ of (top level) action identifiers with visibility is defined by

$$AVId = AId \times AVis$$

The weight $w \in \mathbb{R}_+$ of an action is used, as stated in Sect. 13.1, for choosing actions according to the preselection policy (the default value for the weight is 1).

Definition 13.3 The set $LAct$ of local actions is defined by

$$LAct = AType \times AVis \times \mathbb{R}_+$$

and the set $Act$ of (top-level) actions is defined by

$$Act = AVId \times \mathbb{R}_+$$

Syntax of Terms and Informal Semantics of Operators

Let $Const$ be a set of constants ranged over by $A, B, C, \ldots$, and let $ARFun = \{\varphi : AType \rightarrow AType\}$ be a set of action relabeling functions.

Definition 13.4 The set $\mathcal{L}$ of process terms of GSMPA is generated by the following syntax

$$E ::= 0 | <a^v, w>.E | E/L | E[\varphi] | E + E | E \parallel E | S E | A$$

where $<a^v, w> \in LAct$ and $L, S \subseteq AType$. Set $\mathcal{L}$ will be ranged over by $E, E', E'', \ldots$. We denote by $\mathcal{G}$ the set of closed and guarded terms of $\mathcal{L}$. 

$\blacksquare$
The null term 0 has the usual meaning of termination.

The prefix operator “<a, w>.” denotes the sequential composition of an action and a term: term <a, w>.E can execute a local action with type a, visibility v and weight w, and behaves as term E after the completion of the action.

The hiding operator “/L” changes the visibility of the actions: term E/L behaves as term E except that actions whose type belong to L get visibility h.

The relabeling operator “[φ]” modifies the type of the actions: term E[φ] behaves as term E except that the type of each executed action is modified according to φ. Note that also the type of hidden actions can be changed by this operator.

The alternative composition operator “+” expresses a choice between two terms: term E1 + E2 behaves as either term E1 or term E2 depending on whether an action of E1 or an action of E2 is selected for execution. The choice is made according to the preselection policy, hence the weights of the executable actions of the two terms are taken into account.

The parallel composition operator “∥S” expresses the concurrent execution of two terms according to the CSP [109] synchronization policy, thus the two terms must synchronize when executing visible actions of the same type belonging to S, whilst they must execute independently all the other actions. Given term E1 ∥S E2, in case of synchronization of a visible action of E1 with type a ∈ S and location loc1 and a visible action of E2 with the same type a and location loc2, the resulting action is visible, has the same type a, has location ⟨loc1 | loc2⟩, and has weight given by the product of the original weights [150]. In case of an action executed independently by E1 (E2) which is invisible or visible with type a /∈ S and has location loc1 (loc2), the resulting action has obviously the same type, has location ↖loc1 (↘loc2) and the other attributes are kept unchanged.

Finally, constant A behaves like the only term E such that A △ E.

13.2.2 Specification of Action Durations

The durations of the actions are specified in a compositional way. The system specification must include the description of the duration of every local action of every sequential process as well as the description of the way in which the duration of an action resulting from the synchronization of several actions is computed. We identify sequential processes through locations just as we do for actions.

Definition 13.5 The set PId of process identifiers is generated by the following syntax

\[
\text{pid ::= • | pid}/ | pid\\ 3
\]

Contrary to action locations, process locations are defined through a left recursive syntax since this is convenient for the definition of the function PDFCalc of Sect. 13.3.2. In the following we omit the • when writing process identifiers so that we express a location in the same way for both actions and processes.
If we denote by $\text{Dist}$ the set of probability distribution functions, the specification of durations includes:

- For every sequential process $\text{pid}$ a function
  \[ PDF_{\text{pid}} : \text{AType} \rightarrow \text{Dist} \]
  that associates with every local action of process $\text{pid}$ a duration distribution.

- For any action type $a \in \text{AType}$ a function
  \[ PDF\text{Synch}_a : (\text{Dist} \times \text{Dist}) \rightarrow \text{Dist} \]
  that determines the duration of an action derived by the synchronization of two actions of type $a$.

This operator determines the synchronization paradigm used for action type $a$ and can be arbitrary (at least as long as we are able to do calculations). A suitable function, however, should be at least commutative and associative.

When specifying the durations of a concurrent system described by a term $E$, what is actually necessary is to specify the durations of the local actions executable by the sequential processes of $E$ and to specify the synchronization paradigm for the action types belonging to the synchronization sets occurring in $E$.

### 13.3 Integrated Semantics for GSMPA

In this section we define the integrated semantics for GSMPA. The structure of this section parallels the structure of the previous one in order to take the separate specification of behaviors and durations into account.

#### 13.3.1 Representation of System Behavior

We now define the formal integrated semantics for GSMPA according to Sect. 13.2.1 in the form of a labeled transition system (LTS) with two types of transitions.

**States of the LTS**

As we have already sketched in Sect. 13.1 the states of the LTS are represented by pairs $(E, \text{Exec})$ consisting of a GSMPA term $E$ and a set of identifiers with visibility $\text{Exec} \subseteq \text{AVId}$ which single out the actions in execution. By analogy with GSMPs, states are observable and their observable part is the set of actions in execution.

There are some constraints that the pair $(E, \text{Exec})$ must satisfy in order to be considered as a legal state. In order to define these constraints we introduce the two auxiliary functions $\text{act}$ and $\text{share}$.
Definition 13.6 The function act: \(G \rightarrow \mathcal{P}(\text{ATYPE} \times \text{POS} \times \text{AVIS})\) that evaluates the set of executable actions of a GSMPA term is defined in the first part of Table 13.1.

Definition 13.7 The predicate share over \(\{(\text{loc}', \text{loc}'') \in \text{LOC} \times \text{LOC} \mid \exists E \in G; a, b \in \text{ATYPE}; v', v'' \in \text{AVIS} : a_{\text{loc}'}^v, b_{\text{loc}''}^{v''} \in \text{act}(E)\}\), that determines if two actions executable by a term, which have syntactical position coinciding with location, share a local action, is defined in the second part of Table 13.1.

Definition 13.8 The set \(\text{LabS} \subseteq G \times \mathcal{P}(\text{AVId})\) of GSMPA states is defined by letting \(\langle E, \text{Exec} \rangle \in \text{LabS}\) if and only if

- \(a_{\text{loc}}^v \in \text{Exec} \Rightarrow a_{\text{loc}}^v \in \text{act}(E)\)
- \(a_{\text{loc}'}^v, b_{\text{loc}''}^{v''} \in \text{Exec} \Rightarrow \neg\text{share}(\text{loc}', \text{loc}'')\)
The first condition assures that each action in execution is an action executable by $E$ whose syntactical position coincides with its location. This because when an action is chosen for execution: (i) all alternative behaviors are eliminated (together with operators “+”), so $\prec$ and $\succ$ cannot appear in its syntactical position, (ii) involved constants are replaced by their defining equations, so $\circ$ cannot appear in its syntactical position.

The second condition assures that actions in execution do not share local actions. This because in a GSMPA state only actions which are not composed of local actions belonging to an action already in execution are considered to be selectable for beginning execution.

### Transitions of the LTS

The two types of transition of the LTS are related to the two events of action beginning and action ending.

Start transitions represent the choice of actions for execution according to the preselection policy and are labeled with the weight $w$ associated with the chosen action. They are represented by the transition relation $\longrightarrow$ defined as the least subset of $\text{LabS} \times \mathbb{R}_+ \times \text{LabS}$ that satisfies the inference rule in the first part of Table 13.2. This rule determines the transitions leaving a state $\langle E, \text{Exec} \rangle$ beginning from the multiset of start moves of the state $SM(\langle E, \text{Exec} \rangle)$. As in [19] we represent the start moves of a state by a multiset since several moves with the same weight and the same derivative state may be inferred. This multiset is defined by structural induction as the least element of $\mathcal{M}_{\text{fin}}(\text{LC} \times \text{LabS})$ satisfying the rules in the second part of Table 13.2.\footnote{We denote by $\mathcal{M}_{\text{fin}}(S)$ the set of finite multiset over $S$, we use $[\ ]$ and $\|$ as multiset parentheses, and we use $\oplus$ to denote multiset union.} A start move represents the choice of a single action and is a pair composed of the weight of the action and the state reached after the choice. Note that in the definition of $SM(\langle E, \text{Exec} \rangle)$ we consider only the sets $\text{Exec}$ such that $\langle E, \text{Exec} \rangle \in \text{LabS}$. The transition relation is determined from $SM(\langle E, \text{Exec} \rangle)$ through function $\text{melt} : \mathcal{M}_{\text{fin}}(\text{LC} \times \text{LabS}) \rightarrow \mathcal{P}_{\text{fin}}(\text{LC} \times \text{LabS})$, defined in the third part of Table 13.2, which merges together the start moves with the same derivative state by summing their weights. The auxiliary functions $\text{left} : \mathcal{P}(\text{AVId}) \rightarrow \mathcal{P}(\text{AVId})$, $\text{right} : \mathcal{P}(\text{AVId}) \rightarrow \mathcal{P}(\text{AVId})$, $\text{hide} : \mathcal{P}(\text{AVId}) \rightarrow \mathcal{P}(\text{AVId})$, and $\text{relab} : \mathcal{P}(\text{AVId}) \rightarrow \mathcal{P}(\text{AVId})$ defined in the fourth part of Table 13.2 are employed in order to help the compositional definition of $SM$.

Termination transitions represent the contemporaneous termination of a set of actions in execution according to the race policy. They are represented by the transition relation $\longrightarrow$ defined as the least subset of $\text{LabS} \times \text{LabS}$ that satisfies the inference rule in the first part of Table 13.3. This rule determines a transition leaving a state $\langle E, \text{Exec} \rangle$ for each nonempty subset $\text{Ter}$ of $\text{Exec}$ using the function $TM(\langle E, \text{Exec} \rangle) : \mathcal{P}(\text{Exec}) - \{\emptyset\} \rightarrow G$ that describes the termination moves of the state. Since there is one and only one derivative term for each nonempty subset of $\text{Exec}$ we represent the termination moves of a state by a function. This function is defined in the second part of Table 13.3 by structural induction on states with a nonempty set $\text{Exec}$.\footnote{We denote by $\mathcal{M}_{\text{fin}}(S)$ the set of finite multiset over $S$, we use $[\ ]$ and $\|$ as multiset parentheses, and we use $\oplus$ to denote multiset union.}
\( (w, \langle E', \text{Exec}' \rangle) \in \text{melt}(\text{SM}(\langle E, \text{Exec} \rangle)) \)

\[ \langle E, \text{Exec} \rangle \xrightarrow{w} \langle E', \text{Exec}' \rangle \]

\( \text{SM}(\langle \emptyset, \emptyset \rangle) = \emptyset \)

\( \text{SM}(\langle <a^v, w>E, \emptyset \rangle) = \{ (w, \langle <a^v, w>E, \{a^v\}) \} \)

\( \text{SM}(\langle <a^v, w>E, \{a^v\} \rangle) = \emptyset \)

\( \text{SM}(\langle E/L, \text{hide}(\text{Exec}, L) \rangle) = \{ (w, \langle E'/L, \text{hide}(\text{Exec} \cup \{a^v_{\text{loc}}\}, L) \rangle) | (w, \langle E', \text{Exec} \cup \{a^v_{\text{loc}}\} \rangle) \in \text{SM}(\langle E, \text{Exec} \rangle) \} \)

\( \text{SM}(\langle E[\varphi], \text{relab}(\text{Exec}, \varphi) \rangle) = \{ (w, \langle E'[\varphi], \text{relab}(\text{Exec} \cup \{a^v_{\text{loc}}\}, \varphi) \rangle) | (w, \langle E', \text{Exec} \cup \{a^v_{\text{loc}}\} \rangle) \in \text{SM}(\langle E, \text{Exec} \rangle) \} \)

\( \text{SM}(\langle E_1 + E_2, \emptyset \rangle) = \text{SM}(\langle E_1, \emptyset \rangle) \oplus \text{SM}(\langle E_2, \emptyset \rangle) \)

\( \text{SM}(\langle E_1 \parallel S E_2, \text{Exec} \rangle) = \{ (w, \langle E'_1 \parallel S E_2, \text{Exec} \cup \{a^v_{\text{loc}}\} \rangle) | (a \notin S \lor v = h) \land (w, \langle E'_1, \text{left}(\text{Exec} \cup \{a^v_{\text{loc}}\}) \rangle) \in \text{SM}(\langle E_1, \text{left(Exec) \rangle}) \} \oplus \{ (w, \langle E'_1 \parallel S E_2, \text{Exec} \cup \{a^v_{\text{loc}}\} \rangle) | (a \notin S \lor v = h) \land (w, \langle E'_2, \text{right}(\text{Exec} \cup \{a^v_{\text{loc}}\}) \rangle) \in \text{SM}(\langle E_2, \text{right(Exec) \rangle}) \} \oplus \{ (w, \langle E'_1 \parallel S E_2, \text{Exec} \cup \{a^v_{\text{loc}}\} \rangle) | a \in S \land (w', \langle E'_1, \text{left}(\text{Exec} \cup \{a^v_{\text{loc}}\}) \rangle) \in \text{SM}(\langle E_1, \text{left(Exec) \rangle}) \land (w'', \langle E'_2, \text{right}(\text{Exec} \cup \{a^v_{\text{loc}}\}) \rangle) \in \text{SM}(\langle E_2, \text{right(Exec) \rangle}) \land w = w' \cdot w'' \} \)

\( \text{SM}(\langle A, \emptyset \rangle) = \text{SM}(\langle E, \emptyset \rangle) \quad A \triangleq E \)

\text{melt}(\text{SM}) = \{ (w, \langle E, \text{Exec} \rangle) | \exists w': (w', \langle E, \text{Exec} \rangle) \in \text{SM} \land w = \sum \{ w' : (w'', \langle E, \text{Exec} \rangle) \in \text{SM} \} \}

\text{left(vids) = \{ a^v_{\text{loc}} | a^v_{\text{loc}} \in \text{vids} \lor \exists a^{v'}_{\text{loc}'}, a^{v'}_{\text{loc}' \text{loc}'} : a^{v'}_{\text{loc}' \text{loc}'} \in \text{vids} \}}

\text{right(vids) = \{ a^v_{\text{loc}} | a^v_{\text{loc}} \in \text{vids} \lor \exists a^{v'}_{\text{loc}'}, a^{v'}_{\text{loc}' \text{loc}'} : a^{v'}_{\text{loc}' \text{loc}'} \in \text{vids} \}}

\text{hide(vids, L) = \{ a^v_{\text{loc}} | a^v_{\text{loc}} \in \text{vids} \land a \in L \} \cup \{ a^v_{\text{loc}} | a \notin L \}}

\text{relab(vids, \varphi) = \{ \varphi(a)^v_{\text{loc}} | a^v_{\text{loc}} \in \text{vids} \}}

\textbf{Table 13.2: Rules for start transitions}
\[
\text{TM}(\langle E, \text{Exec} \rangle)(\text{Ter}) = E' \\
\langle E, \text{Exec} \rangle \longrightarrow \langle E', \text{Exec} - \text{Ter} \rangle
\]

\[
\text{TM}(\langle <a', w>.E, \{a''\} \rangle) = E
\]

\[
\text{TM}(\langle E/L, \text{hide}(\text{Exec}, L) \rangle)(\text{hide}(\text{Ter}, L)) = \text{TM}(\langle E, \text{Exec} \rangle)(\text{Ter})/L
\]

\[
\text{TM}(\langle E[\varphi], \text{relab}(\text{Exec}, \varphi) \rangle)(\text{relab}(\text{Ter}, \varphi)) = \text{TM}(\langle E, \text{Exec} \rangle)(\text{Ter})[\varphi]
\]

\[
\text{TM}(\langle E_1 \parallel E_2, \text{Exec} \rangle)(\text{Ter}) = E_1' \parallel E_2'
\]

where:

\[
E_1' \equiv \begin{cases} 
\text{TM}(\langle E_1, \text{left}(\text{Exec}) \rangle)(\text{left}(\text{Ter})) & \text{if left}(\text{Ter}) \neq \emptyset \\
E_1 & \text{if left}(\text{Ter}) = \emptyset 
\end{cases}
\]

\[
E_2' \equiv \begin{cases} 
\text{TM}(\langle E_2, \text{right}(\text{Exec}) \rangle)(\text{right}(\text{Ter})) & \text{if right}(\text{Ter}) \neq \emptyset \\
E_2 & \text{if right}(\text{Ter}) = \emptyset 
\end{cases}
\]

Table 13.3: Rules for termination transitions

13.3.2 Computation of Action Durations

The function \(PDF : AId \rightarrow Dist\) that assigns to each identifier its distribution of duration is computed as follows

\[
PDF(a_{loc}) = \text{PDFCalc}(a_{loc}, \bullet)
\]

where function \(\text{PDFCalc} : (AId \times PId) \rightarrow Dist\) deals with functions \(\text{PDFSynch}_a\) and \(PDF_{pid}\), defined at the specification level, in the following way: \(^5\)

\[
\text{PDFCalc}(a_{(loc_1 \mid loc_2)}, pid) = \text{PDFSynch}_a(\text{PDFCalc}(a_{loc_1}, pid \uparrow), \text{PDFCalc}(a_{loc_2}, pid \downarrow))
\]

\[
\text{PDFCalc}(a_{\uparrow loc}, pid) = \text{PDFCalc}(a_{loc}, pid \uparrow)
\]

\[
\text{PDFCalc}(a_{\downarrow loc}, pid) = \text{PDFCalc}(a_{loc}, pid \downarrow)
\]

\[
\text{PDFCalc}(a, pid) = PDF_{pid}(a)
\]

\(^5\)We assume the two functions \(\text{PDFSynch}_a\) and \(PDF_{pid}\) to be always defined.
13.3.3 Definition of the Integrated Semantics

**Definition 13.9** The integrated semantics of \( E \in G \) is given by the following tuple composed of a LTS and a set of duration distributions

\[
T[E] = (S_E, \longrightarrow_E, \longrightarrow_E, r_E; PDF_E)
\]

where \( S_E \) is the set of states reachable from the initial state \( r_E = (E, \emptyset) \) via transitions in \( \longrightarrow_E \), which is the restriction of \( \rightarrow \) to \( S_E \times \mathbb{R}_+ \times S_E \), and in \( \longrightarrow_E \), which is the restriction of \( \rightarrow \) to \( S_E \times S_E \). \( PDF_E \) is the restriction of function \( PDF \) to the set \( Ids_E = \{ a_{loc} \mid \exists (E, Exec) \in S_E, v \in AVis : a_{loc}^v \in Exec \} \) of the identifiers of the actions that may be executed by term \( E \).

13.3.4 Functional and Performance Semantics

From the integrated model we can derive by projection a functional model and a performance model. The functional model is obtained by removing the quantitative information related to duration of actions and probability of choices. The performance model is an extended generalized semi-Markov process, i.e. a GSMP extended with contemporaneous termination of elements (see [42]), obtained by abstracting from functional information, i.e. from action types and locations.

13.4 A Simple Example: Queuing Systems \( M/D/1/2/2 \)

A queuing system (QS for short) \[115\] is a model largely used for performance evaluation purposes to represent a service center composed of a waiting queue and a given number of servers, which provides a certain service (following a given discipline) to the customers arriving at the service center.

Here we consider a QS \( M/D/1/2/2 \) with two classes of customers: it is composed of a single server and a FIFO queue with capacity 1, providing service to two customers each belonging to a different class. The first (second) customer stays outside the system for a time exponentially distributed with some parameter \( \lambda \) (\( \mu \)), then requires service. Service times have a deterministic duration \( k \). If we represent by \( w \) the waiting of a customer outside the system, by \( e \) the event of a customer entering the system, by \( d \) the delivery of a customer to the server, by \( s \) the service of a customer, and by \( l \) the event of a customer leaving the system, such a QS can be modeled as follows with GSMPA by compositionally specifying behaviors and durations:

- \( QS_{M/D/1/2/2} \overset{\Delta}{=} (Customer \parallel_0 Customer) \parallel_{(e,l)} (Queue \parallel_{(d)} Server) \)

\[ PDF_{Synch_e} = PDF_{Synch_l} = PDF_{Synch_d} = \max^6 \]

\( Customer \overset{\Delta}{=} w.e.l. Customer \)

---

6Operator \( \max \) computes the pointwise maximum of two functions.
\[ PDF_{\triangleright}(w) = \text{Exp}(\lambda), \ PDF_{\triangleleft}(e) = \text{PDF}_{\triangleleft}(l) = \text{Det}(0) \]
\[ PDF_{\triangleright}(w) = \text{Exp}(\mu), \ PDF_{\triangleleft}(e) = \text{PDF}_{\triangleleft}(l) = \text{Det}(0) \]

- **Queue** \( \triangleq \text{e.d.}	ext{Queue} \)
  \[ PDF_{\triangleleft}(e) = PDF_{\triangleleft}(d) = \text{Det}(0) \]
- **Server** \( \triangleq \text{d.s.l. Server} \)
  \[ PDF_{\triangleleft}(s) = \text{Det}(k), PDF_{\triangleleft}(d) = PDF_{\triangleleft}(l) = \text{Det}(0) \]

Suppose we want to compute the utilization of the server. The first step consists of deriving by projection a GSMP from \( \mathcal{T}[\text{QS}_{M/D/1/2/2}] \). The resulting GSMP is depicted below.

\[ PDF(w_1) = \text{Exp}(\lambda), PDF(w_2) = \text{Exp}(\mu), PDF(s) = \text{Det}(k) \]

where element \( w_1 \) corresponds to action \( w_{\triangleright, \triangleright} \), element \( w_2 \) to action \( w_{\triangleright, \triangleleft} \), and element \( s \) to action \( s_{\triangleleft, \triangleleft} \). Note that actions \( e, d, \) and \( l \) do not occur since the GSMP states with zero sojourn time have been eliminated (see [42] for a precise definition of this procedure).

This GSMP is not insensitive due to the behavior of element \( s \) in the states labeled with \( w_1, s \) and \( w_2, s \). By applying the technique of state amalgamation presented in [93] we merge the state labeled with \( w_1, s \) with the state labeled with \( s \) it reaches when \( w_1 \) terminates, and the state labeled with \( w_2, s \) with the state labeled with \( s \) it reaches when \( w_2 \) terminates. In this way we obtain an insensitive GSMP which in this case turns out to be even an SMP. As we can substitute an exponential distribution with rate \( k^{-1} \) for the deterministic duration \( k \), we obtain a MC. Finally, to compute the utilization of the server we resort to the technique of rewards (see Chapter 2). With this technique the performance measure of interest is the weighted sum of the steady state probabilities of the states of the Markov chain. In our case we have to single out those states in which the server is providing service. This is accomplished by simply assigning reward 1 to the states whose label includes \( s \). If e.g. \( \lambda = 0.2, \mu = 0.1, \) and \( k = 3 \), the utilization turns out to be 57%.
13.5 A Notion of Equivalence for GSMPA

In the following we propose a notion of integrated equivalence for GSMPA which combines a bisimulation in the form of that presented in Chapter 3 for the static name technique with the notion of probabilistic bisimulation proposed in [117]. According to [117], a probabilistic bisimulation must be an equivalence relation such that two bisimilar terms have the same aggregated probability to reach the same equivalence class. In the case of GSMPA, such a notion must be refined in order to take durations into account. This was a relatively easy task for Markovian process algebras (see Chapter 11) thanks to the memoryless property of exponential distributions. Now, since general distributions are involved, we have to deal with the fact that the sojourn time in a state depends not only on the duration distributions of the actions in execution in that state, but also on the spent lifetimes of such actions. Consequently, the best we can hope for is to equate some pairs of states whenever we can rely on a correspondence between their sets of actions in execution (following the same approach as in the static name technique of Chapter 3) such that matching actions have the same duration distribution. In order to describe such a correspondence, we define the notion of consistent action association which relates actions by abstracting from their locations.

Definition 13.10 A relation $\psi \subseteq AVId \times AVId$ is a consistent location association if and only if there exist $vids_1, vids_2 \subseteq AVId$ such that $\psi$ is a bijection from $vids_1$ to $vids_2$ and

$$(a_{\text{loc}_1}^{v_1}, b_{\text{loc}_2}^{v_2}) \in \psi \Rightarrow (a = b \land v_1 = v_2 \land PDF(a_{\text{loc}_1}) = PDF(b_{\text{loc}_2}))$$

We let $\Psi$ be the set of all consistent location associations.

As in the static name technique of Chapter 3 we deal with a family of bisimulations each indexed by a location association $\psi$. A bisimulation $B_\psi$ equates two states $s_1$ and $s_2$ ($s_1 B_\psi s_2$), whose actions in execution have been matched according to $\psi$, whenever they behave the same according to probabilistic bisimulation as far as start transitions are concerned, and classical bisimulation as far as termination transitions are concerned. More precisely two states are equated if they have: (i) the same aggregated weight to reach corresponding equivalence classes by choosing actions having the same type, the same visibility, and the same duration distribution, where classes are related by a bisimulation indexed by $\psi$ augmented with a pair consisting of two chosen actions, (ii) the same possibility to reach corresponding equivalence classes by terminating a set of actions which are pointwise matched in $\psi$, where classes are related by a bisimulation indexed by $\psi$ diminished by the terminated actions.

Before defining the equivalence we give some auxiliary definitions.

13.5.1 Preliminary Definitions

A relation $B$ over a set $A$ can be seen as representing a correspondence among the elements of two copies of the same set $A$ in this way: whenever $aBb$, $a$ is an element of the first copy of $A$ and $b$ is an element of
Given a set $A$ we say that a relation $\mathcal{B} \subseteq A \times A$ is a class mapping over $A$, denoted $\mathcal{B} \in \text{cmap}(A)$, if and only if

$$\mathcal{B} = \mathcal{B} \circ \mathcal{B}^{-1} \circ \mathcal{B}$$

Proposition 13.1 Given a set $A$ and a relation $\mathcal{B} \subseteq A \times A$ we have that $\mathcal{B} \in \text{cmap}(A)$ if and only if either $\mathcal{B} = \emptyset$ or there is a unique way to find $A_1, A_2 \subseteq A$, $\pi_1$ partition of $A_1$, $\pi_2$ partition of $A_2$, and a bijection $f : \pi_1 \to \pi_2$ such that:

$$\mathcal{B} = \bigcup_{(C_1, C_2) \in f} C_1 \times C_2$$

Proof: ($\Rightarrow$) Defined $\mathcal{B}(a) = \{b \mid a \mathcal{B} b\}$, we let $\pi_1 = \{\mathcal{B}^{-1}(b) \mid \mathcal{B}^{-1}(b) \neq \emptyset \land b \in A\}$ and $\pi_2 = \{\mathcal{B}(a) \mid \mathcal{B}(a) \neq \emptyset \land a \in A\}$. If we let $A_1 = \bigcup_{a' \in \pi_1} \{a'\}$ and $A_2 = \bigcup_{a' \in \pi_2} \{a'\}$ and we suppose that $\mathcal{B} \neq \emptyset$ we have that $\pi_1$ is a partition of $A_1 \neq \emptyset$ and $\pi_2$ is a partition of $A_2 \neq \emptyset$. The latter statement can be shown as follows (the proof of the former is completely similar). From $\mathcal{B}(a) \cap \mathcal{B}(a') \neq \emptyset$ we derive that there exists $b$ such that $a \mathcal{B} b$ and $a' \mathcal{B} b$. Since $\mathcal{B}$ is a class mapping over $A$, it follows that: $b' \in \mathcal{B}(a)$ (i.e. $b' \mathcal{B} a$) if and only if $b' \in \mathcal{B}(a')$ (i.e. $b' \mathcal{B} a'$). Therefore $\mathcal{B}(a) = \mathcal{B}(a')$.

Finally let us define the function $f : \pi_1 \to \pi_2$ as follows: $f(\mathcal{B}^{-1}(b)) = \mathcal{B}(a)$ for any $a \in \mathcal{B}^{-1}(b)$ (i.e. $a \mathcal{B} b$). The function $f$ is well defined since from $a \mathcal{B} b$ and $a' \mathcal{B} b$ we derive $\mathcal{B}(a) \cap \mathcal{B}(a') \neq \emptyset$, hence $\mathcal{B}(a) = \mathcal{B}(a')$.

The function $f$ is injective since from $f(\mathcal{B}^{-1}(b)) = \mathcal{B}(a)$, $f(\mathcal{B}^{-1}(b')) = \mathcal{B}(a')$ and $\mathcal{B}(a) = \mathcal{B}(a')$ we derive that $a \mathcal{B} b$ implies $a' \mathcal{B} b$, hence $a' \in \mathcal{B}^{-1}(b) \cap \mathcal{B}^{-1}(b')$; it follows that $\mathcal{B}^{-1}(b) = \mathcal{B}^{-1}(b')$. The function $f$ is surjective since from $\mathcal{B}(a) \in \pi_2$ and $b \in \mathcal{B}(a)$ it follows that $f(\mathcal{B}^{-1}(b)) = \mathcal{B}(a)$. $f^{-1}$ results obviously as follows: $f^{-1}(\mathcal{B}(a)) = \mathcal{B}^{-1}(b)$ for any $b \in \mathcal{B}(a)$ (i.e. $a \mathcal{B} b$).

Finally since (i) $(a', b') \in \mathcal{B}^{-1}(b) \times \mathcal{B}(a)$ and $f(\mathcal{B}^{-1}(b)) = \mathcal{B}(a)$ implies $\mathcal{B}(a') = \mathcal{B}(a)$, hence $a' \mathcal{B} b'$, and (ii) $a' \mathcal{B} b'$ implies $(a', b') \in \mathcal{B}^{-1}(b') \times \mathcal{B}(a')$ with $f(\mathcal{B}^{-1}(b')) = \mathcal{B}(a')$; it follows that $\mathcal{B} = \bigcup_{(C_1, C_2) \in f} C_1 \times C_2$.

(\Leftarrow) If $\mathcal{B} = \emptyset$ then obviously $\mathcal{B} \in \text{cmap}(A)$. Otherwise we show that $\mathcal{B} = \bigcup_{(C_1, C_2) \in f} C_1 \times C_2$ is a class mapping over $A$ as follows. From $a \mathcal{B} \circ \mathcal{B}^{-1} b$ and $b \mathcal{B} c$ we derive that there exist $(C_1, C_2) \in f$ such that $a, b \in C_1$ and $c \in C_2$. Therefore $(a, c) \in C_1 \times C_2 \subseteq \mathcal{B}$. 

Given a class mapping $\mathcal{B}$ of a set $A$, we define $\text{crel}(\mathcal{B})$ as the extension to the whole $A$ of the class bijection $f$ induced by $\mathcal{B}$.

Definition 13.12 Given a set $A$ and $\mathcal{B} \in \text{cmap}(A)$ we define the class relation associated with $\mathcal{B}$, denoted $\text{crel}(\mathcal{B}) \subseteq \mathcal{P}(A) \times \mathcal{P}(A)$ as follows:

- if $\mathcal{B} = \emptyset$ then $\text{crel}(\mathcal{B}) = \emptyset$,
• otherwise $\text{crel}(B) = f \cup \{(A - A_1, \emptyset), (\emptyset, A - A_2)\} - \{ (\emptyset, \emptyset) \}$ where $f$, $A_1$ and $A_2$ are as in the previous proposition.

### 13.5.2 Generalized Semi-Markovian Bisimulation Equivalence

We are now in a position to define the equivalence for GSMPA. Let us first define some auxiliary functions.

**Definition 13.13** We define function $\text{tweight} : \text{LabS} \times \mathcal{P}(\text{LabS}) \rightarrow \mathbb{R}$, the total weight with which a given state reaches a given set of states, as follows:

$$\text{tweight}(s, C) = \sum \{|w| \exists s' \in C : s \xrightarrow{w} s'|$$

Besides let $\text{ter}$ be a predicate over $\text{LabS} \times \mathcal{P}(\text{LabS})$ that determines whether a given state reaches a given set of states through a termination transition, defined by:

$$\text{ter}(s, C) \iff \exists s' \in C : s \xrightarrow{\text{ter}} s'$$

**Definition 13.14** Given a $\Psi$-indexed family $B = \{B_\psi \subseteq \text{LabS} \times \text{LabS} | \psi \in \Psi\}$ of relations over $\text{LabS}$ and a location association $\psi \in \Psi$, we define $\text{stmap}(B, \psi)$, the start mapping related to the location association $\psi$, and $\text{temap}(B, \psi)$, the termination mapping related to the location association $\psi$, as follows:

$$\text{stmap}(B, \psi) = \bigcup_{a_{loc_1} \neq a_{loc_2} \in \text{AVId} \cap \text{PDF}(a_{loc_1}) = \text{PDF}(a_{loc_2})} B_\psi \cup \{a_{loc_1}, a_{loc_2}\}$$

$$\text{temap}(B, \psi) = \bigcup_{\text{ter} \subseteq \text{dom}(\psi)} B_\psi |_{\text{ter}}$$

Whenever $\text{stmap}$ and $\text{temap}$ are class mapping over $\text{LabS}$, we denote with $\text{strel}$ the class relation $\text{crel}(\text{stmap})$ and with $\text{terel}$ the class relation $\text{crel}(\text{temap})$.

**Definition 13.15** A strong generalized semi-Markovian bisimulation family (strong GSMBF) is a $\Psi$-indexed family $B = \{B_\psi \subseteq \text{LabS} \times \text{LabS} | \psi \in \Psi\}$ of relations over $\text{LabS}$ such that:

1. $I_{\{E, \text{Exec}\}|E \in \Psi} \subseteq B_{\text{I}_{\text{Exec}}} \quad \forall \text{Exec} \subseteq \text{AVId}$
2. $s_1 B_\psi s_2 \Rightarrow s_2 B_{\psi^{-1}} s_1 \quad \forall \psi \in \Psi$
3. $s_1 B_\psi s_2 \wedge s_2 B_\psi s_3 \Rightarrow s_1 B_{\psi \cap \psi'} s_3 \quad \forall \psi, \psi' \in \Psi$

\footnote{\text{nter} denotes a set of nonterminating actions and $\psi|_{\text{nter}}$ the restriction of $\psi$ to the set $\text{nter}$.}

\footnote{$I_A$ denotes the identity relation over set $A$ and $I_\emptyset = \emptyset$.}
\(s_1 \equiv \langle E_1, \text{dom}(\psi) \rangle \land s_2 \equiv \langle E_2, \text{range}(\psi) \rangle\)

\[\forall (C_1, C_2) \in \text{strel}(B, \psi), \text{tweight}(s_1, C_1) = \text{tweight}(s_2, C_2)\]

\[\forall (C_1, C_2) \in \text{terel}(B, \psi), \text{ter}(s_1, C_1) = \text{ter}(s_2, C_2)\]

It is easy to see that some consequences of the first three conditions are that: \(\forall \psi \in \Psi, B_\psi \in \text{cmap}(\text{LabS})\), \(\text{stmap}(B, \psi) \in \text{cmap}(\text{LabS})\), \(\text{temap}(B, \psi) \in \text{cmap}(\text{LabS})\); \(\forall E \in \mathcal{G}, B_{I_{\text{Exec}}} \) is an equivalence relation over \(\{\langle E, \text{Exec} \rangle \in \text{LabS} \mid E \in \mathcal{G}\}\), \(\text{stmap}(B, I_{\text{Exec}}) \) is an equivalence relation over \(\{\langle E, \text{Exec} \cup \{a^{\text{loc}}_i\} \rangle \in \text{LabS} \mid E \in \mathcal{G} \land a^{\text{loc}}_i \in AVId\}\), \(\text{temap}(B, I_{\text{Exec}}) \) is an equivalence relation over \(\{(E, n_{\text{ter}}) \in \text{LabS} \mid E \in \mathcal{G} \land n_{\text{ter}} \subset \text{Exec}\}\).

Let us now extend some standard operators to the \(\Psi\)-indexed relation families.

**Definition 13.16** Given two \(\Psi\)-indexed relation families \(B' = \{B'_\psi \mid \psi \in \Psi\}\) and \(B'' = \{B''_\psi \mid \psi \in \Psi\}\), we define:

- \(B' \subseteq B'' \iff \forall \psi \in \Psi, B'_\psi \subseteq B''_\psi\)

- \(B = B' \cup B'' \iff \forall \psi \in \Psi, B_\psi = B'_\psi \cup B''_\psi\)

**Definition 13.17** Given a \(\Psi\)-indexed relation family \(B = \{B_\psi \mid \psi \in \Psi\}\) we inductively define \(B^n = \{B^{(n)}_\psi \mid \psi \in \Psi\}\) as follows:

- \(B^{(1)}_\psi = B_\psi \forall \psi \in \Psi\)

- \(B^{(n)}_\psi = \bigcup_{\psi_1, \psi_2 \in \Psi} B^{(n-1)}_{\psi_1} \circ B^{(n-1)}_{\psi_2} \forall \psi \in \Psi\)

**Definition 13.18** Given a \(\Psi\)-indexed relation family \(B = \{B_\psi \mid \psi \in \Psi\}\) we define \(B^+ = \{B^{(+)\psi} \mid \psi \in \Psi\} = \bigcup_{n \in \mathbb{N}_+} B^{(n)}_\psi\).

**Lemma 3.1** Let \(\{B_i \mid i \in I\}\) with \(B_i = \{B_{i, \psi} \mid \psi \in \Psi\}\) be a set of strong GSMBFs. Then \(B = (\cup_{i \in I} B_i)^+\) is a strong GSMBF.

**Proof:** Once easily observed that \(B\) satisfies the first three conditions of the definition of strong GSMBF because it is the transitive closure of the union of strong GSMBFs, assume that \((s_1, s_2) \in B_\psi\). Since \(B_\psi = \bigcup_{n \in \mathbb{N}_+} (\cup_{i \in I} B_{i, \psi})^{(n)}\), we have \((s_1, s_2) \in (\cup_{i \in I} B_{i, \psi})^{(n)}\) for some \(n \in \mathbb{N}_+\). The result follows by proving by induction on \(n \in \mathbb{N}_+\) that, whenever \((s_1, s_2) \in (\cup_{i \in I} B_{i, \psi})^{(n)}\), then for all \((C_1, C_2) \in \text{strel}(B, \psi)\) we have \(\text{tweight}(s_1, C_1) = \text{tweight}(s_2, C_2)\) and for all \((C_1, C_2) \in \text{terel}(B, \psi)\) we have \(\text{ter}(s_1, C_1) = \text{ter}(s_2, C_2)\).
If \( n = 1 \), then \((s_1, s_2) \in B_i,\psi\) for some \( i \in I \). Let \( \text{strel}(B_i, \psi) = \{(C_{i,j}', C_{i,j}'') \mid j \in J_i\} \). Since \((s_1, s_2) \in B_i,\psi\) implies \((s_1, s_2) \in B_i'\psi\) for all \( \psi' \in \Psi \), we have that for each \((C_{i,j}', C_{i,j}'') \in \text{strel}(B_i, \psi)\) there exists \((C_1, C_2) \in \text{strel}(B, \psi)\) such that \( C_{i,j}' \subseteq C_1 \) and \( C_{i,j}'' \subseteq C_2 \). Therefore each pair \((C_1, C_2) \in \text{strel}(B, \psi)\) corresponds to a set of pairs \(\{(C_{i,j}', C_{i,j}'') \mid j \in J_i\}\) where \( J_i' \subseteq J_i \), such that \( C_1 = \bigcup_{j \in J_i'} C_{i,j}' \) and \( C_2 = \bigcup_{j \in J_i'} C_{i,j}'' \). As a consequence for all \((C_1, C_2) \in \text{strel}(B, \psi)\) we have that \( \text{tweight}(s_1, C_1) = \sum \text{tweight}(s_1, C_{i,j}') \mid j \in J_i'\} = \sum \text{tweight}(s_2, C_{i,j}'') \mid j \in J_i'\} = \text{tweight}(s_2, C_2) \); because \( B_i \) is a strong GSMBF. By following a similar argument for \( \text{terel}(B_i, \psi) = \{(C_{i,k}', C_{i,k}'') \mid k \in K_i\} \) we have also that for all \((C_1, C_2) \in \text{terel}(B, \psi)\): \( \text{ter}(s_1, C_1) = \bigvee_{k \in K_i} \text{ter}(s_1, C_{i,k}') = \bigvee_{k \in K_i} \text{ter}(s_2, C_{i,k}'') \).

Let \( n > 1 \). From \((s_1, s_2) \in (\bigcup_{i \in I} B_i)_{\psi}^{(n)}\) we derive that there exists \( s \in \text{LabS} \) and \( \psi', \psi'' \) such that \((s_1, s) \in (\bigcup_{i \in I} B_i)_{\psi'}^{(n-1)} \) and \((s, s_2) \in B_i,\psi''\) for some \( i \in I \). For each \((C_1, C_2) \in \text{strel}(B, \psi)\) we have two cases depending on whether \( \exists s' \) such that \((s_1', s') \in \text{stmap}(B, \psi')\) with \( s_1' \in C_1 \Leftrightarrow \exists s' \) such that \((s', s_2') \in \text{stmap}(B, \psi'')\) with \( s_2' \in C_2 \) or not.

- In the case the assertion holds, it follows that there exists \( C \neq \emptyset \) such that \((C_1, C) \in \text{strel}(B, \psi')\) and \((C, C_2) \in \text{strel}(B, \psi'')\). It turns out: \( \text{tweight}(s_1, C_1) = \text{tweight}(s, C) \), by the induction hypothesis; and \( \text{tweight}(s, C) = \text{tweight}(s_2, C_2)\), by applying the same argument as the previous point (case of \( n = 1 \)).

- In the case the assertion does not hold, it follows that there exist \( C_1', C_2' \) with \( C_1 \subseteq C_1' \) and \( C_2 \subseteq C_2' \) such that \((C_1', \emptyset) \in \text{strel}(B, \psi')\) and \((\emptyset, C_2') \in \text{strel}(B, \psi'')\). It turns out: \( \text{tweight}(s_1, C_1) = 0 \), by the induction hypothesis; and \( \text{tweight}(s_2, C_2) = 0 \), by applying the same argument as the previous point (case of \( n = 1 \)).

For each \((C_1, C_2) \in \text{terel}(B, \psi)\) we follow a similar argument and we obtain: \( \text{ter}(s_1, C_1) = \text{ter}(s, C) \) and \( \text{ter}(s, C) = \text{ter}(s_2, C_2) \) in the first case; and \( \text{ter}(s_1, C_1) = \text{False} \) and \( \text{ter}(s_2, C_2) = \text{False} \) in the second case.

\[\Box\]

**Proposition 13.2** Let \( \sim_{\text{GSMBF}} = \{\sim_{\text{GSMBF}}, \psi \mid \psi \in \Psi\} \) be the union of all the strong GSMBFs. Then \( \sim_{\text{GSMBF}} \) is the largest strong GSMBF.

**Proof:** By definition, \( \sim_{\text{GSMBF}} \) contains the largest strong GSMBF. If we prove that \( \sim_{\text{GSMBF}} \) is a strong GSMBF, then we are done. Since \( \sim_{\text{GSMBF}} \subseteq \sim_{\text{GSMBF}}^+ \) trivially holds, and \( \sim_{\text{GSMBF}}^+ \subseteq \sim_{\text{GSMBF}} \) is due to the fact that \( \sim_{\text{GSMBF}}^+ \) is a strong GSMBF by virtue of Lemma 13.1 and that \( \sim_{\text{GSMBF}} \) contains all the strong GSMBFs by definition, we have \( \sim_{\text{GSMBF}} = \sim_{\text{GSMBF}}^+ \). Again \( \sim_{\text{GSMBF}}^+ \) is a strong GSMBF because of Lemma 13.1, hence so is \( \sim_{\text{GSMBF}} \).

\[\Box\]

**Definition 13.19** We define \( \sim_{\text{GSMBE}} \subseteq \mathcal{G} \times \mathcal{G} \), the strong generalized semi-Markovian bisimulation equivalence (strong GSMBE), as follows:
\sim_{\text{GSMBE}} = \{(E_1, E_2) \in G \times G \mid (\langle E_1, \emptyset \rangle, \langle E_2, \emptyset \rangle) \in \sim_{\text{GSMBF}}\}

We recall that, as stated in Sect. 13.1.2, in order to get a congruence we need to represent in the semantic models also those computations which are not actually possible because of timing considerations. As an example consider

\[ E_1 \equiv \langle a.c.0 \| b.c.0 \rangle \| \{c\} c.0 \]
\[ E_2 \equiv \langle a.c.0 \| b.0 \rangle \| \{c\} c.0 \]

where any \( a \) has duration 4 and any \( b \) has duration 5. If the possibility of \( b \) terminating before \( a \) were not taken into account in the semantics, then it would turn out

\[ E_1 \sim_{\text{GSMBE}} E_2 \]
\[ E_1 \| \{a\} 0 \not\sim_{\text{GSMBE}} E_2 \| \{a\} 0 \]

Now we introduce the notion of strong GSMBF up to \( \sim_{\text{GSMBF}} \) which allows us to avoid redundancy in strong GSMBFs.

**Definition 13.20** A strong GSMBF up to \( \sim_{\text{GSMBF}} \) is a \( \Psi \)-indexed family \( B = \{B_\psi \subseteq \text{LabS} \times \text{LabS} \mid \psi \in \Psi\} \) of relations over \( \text{LabS} \) such that:

- \( I_{\langle (E, \text{Exec}) \mid E \in G \rangle} \subseteq B_{\text{I}_{\text{Exec}}} \quad \forall \text{Exec} \subseteq \text{AVId} \)
- \( s_1 B_\psi s_2 \Rightarrow s_2 B_{\psi^{-1}} s_1 \quad \forall \psi \in \Psi \)
- \( s_1 B_\psi \cap s_2 B_{\psi'} s_3 \Rightarrow s_1 B_{\psi \circ \psi'} s_3 \quad \forall \psi', \psi'' \in \Psi \)
- \( (s_1, s_2) \in B_\psi \Rightarrow \)
  - \( s_1 \equiv \langle E_1, \text{dom(}\psi)\rangle \land s_2 \equiv \langle E_2, \text{range(}\psi)\rangle \)
  - \( \forall (C_1, C_2) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi). \text{tweight}(s_1, C_1) = \text{twight}(s_2, C_2) \)
  - \( \forall (C_1, C_2) \in \text{terel}((B \cup \sim_{\text{GSMBF}})^+, \psi). \text{ter}(s_1, C_1) = \text{ter}(s_2, C_2) \)

**Proposition 13.3** If \( B = \{B_\psi \subseteq \text{LabS} \times \text{LabS} \mid \psi \in \Psi\} \) is a strong GSMBF up to \( \sim_{\text{GSMBF}} \), then \( B \subseteq \sim_{\text{GSMBF}} \).

**Proof:** Given \( B \) strong GSMBF up to \( \sim_{\text{GSMBF}} \), we first prove that \( (B \cup \sim_{\text{GSMBF}})^+ \) is a strong GSMBF. By proceeding by induction on \( n \in \mathbb{N}_+ \) we show that, whenever \( (s_1, s_2) \in (B \cup \sim_{\text{GSMBF}})^{(n)} \), then for all \( (C_1, C_2) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi) \) we have \( \text{twight}(s_1, C_1) = \text{twight}(s_2, C_2) \) and for all \( (C_1, C_2) \in \text{terel}((B \cup \sim_{\text{GSMBF}})^+, \psi) \) we have \( \text{ter}(s_1, C_1) = \text{ter}(s_2, C_2) \).
• If \( n = 1 \), then \((s_1, s_2) \in B_\psi \cup \sim_{\text{GSMBF}, \psi}\). If \((s_1, s_2) \in B_\psi\) the result trivially follows from the fact that \(B\) is a strong GSMBF up to \(\sim_{\text{GSMBF}}\). If \((s_1, s_2) \in \sim_{\text{GSMBF}, \psi}\) we observe that, since \(\sim_{\text{GSMBF}} \subseteq (B \cup \sim_{\text{GSMBF}})^+\), each pair \((C_1, C_2) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi)\) corresponds to a set of pairs \(\{(C'_i, C''_i) \in \text{strel}((\sim_{\text{GSMBF}}, \psi) | i \in I)\}\) for some \(I\), such that \(C_1 = \bigcup_{i \in I} C'_i\) and \(C_2 = \bigcup_{i \in I} C''_i\). As a consequence for all \((C_1, C_2) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi)\) we have that \(\text{tweight}(s_1, C_1) = \sum \{\text{tweight}(s_1, C'_i) | i \in I\}\) and \(\text{tweight}(s_2, C_2) = \text{tweight}(s_2, C_2)\); because \(s_1 \sim_{\text{GSMBF}, \psi} s_2\). By following a similar argument we have also that for each pair \((C_1, C_2) \in \text{terel}((B \cup \sim_{\text{GSMBF}})^+, \psi)\): \(\text{ter}(s_1, C_1) = \bigvee_{s \in C_1} \text{ter}(s, C_1) = \bigvee_{s \in C_1} \text{ter}(s, C_1) = \text{ter}(s_2, C_2)\) for some \(J\).

• Let \(n > 1\). From \((s_1, s_2) \in (B \cup \sim_{\text{GSMBF}})^{(n)}\) we derive that there exists \(s \in \text{Lab}_S\) and \(\psi', \psi''\) such that \((s_1, s) \in (B \cup \sim_{\text{GSMBF}})^{(n-1)}\) and \((s, s_2) \in B_\psi \cup \sim_{\text{GSMBF}, \psi}\). For each \((C_1, C_2) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi)\) we have two cases depending on whether \(\exists s'\) such that \((s', s') \in \text{stmap}((B \cup \sim_{\text{GSMBF}})^+, \psi'')\) with \(s' \in C_1\) or \(s' \in C_2\).

  - In the case the assertion holds, it follows that there exists \(C \neq \emptyset\) such that \((C_1, C) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi')\) and \((C, C_2) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi'')\). It turns out: \(\text{tweight}(s_1, C_1) = \text{tweight}(s, C)\), by the induction hypothesis; and \(\text{tweight}(s, C) = \text{tweight}(s_2, C_2)\), by applying the same argument as the previous point (case of \(n = 1\)).

  - In the case the assertion does not hold, it follows that there exist \(C'_1, C'_2\) with \(C_1 \subseteq C'_1\) and \(C_2 \subseteq C'_2\) such that \((C'_1, \emptyset) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi')\) and \((\emptyset, C'_2) \in \text{strel}((B \cup \sim_{\text{GSMBF}})^+, \psi'')\). It turns out: \(\text{tweight}(s_1, C_1) = 0\), by the induction hypothesis; and \(\text{tweight}(s_2, C_2) = 0\), by applying the same argument as the previous point (case of \(n = 1\)).

For each \((C_1, C_2) \in \text{terel}((B \cup \sim_{\text{GSMBF}})^+, \psi)\) we follow a similar argument and we obtain: \(\text{ter}(s_1, C_1) = \text{ter}(s, C)\) and \(\text{ter}(s, C) = \text{ter}(s_2, C_2)\) in the first case; and \(\text{ter}(s_1, C_1) = \text{False}\) and \(\text{ter}(s_2, C_2) = \text{False}\) in the second case.

To complete the proof, we observe that \(B \subseteq (B \cup \sim_{\text{GSMBF}})^+\), and \((B \cup \sim_{\text{GSMBF}})^+ \subseteq \sim_{\text{GSMBF}}\) because \((B \cup \sim_{\text{GSMBF}})^+\) is a strong GSMBF, hence \(B \subseteq \sim_{\text{GSMBF}}\) by transitivity.

\(\square\)

13.5.3 Congruence Property

Now we show that \(\sim_{\text{GSMBE}}\) is a congruence for all the operators of GSMPA and for recursive definitions.

**Theorem 13.1** Let \(E_1, E_2 \in \mathcal{G}\). If \(E_1 \sim_{\text{GSMBE}} E_2\) then:

(i) For every \(<a^n, w> \in \text{Lab}_A\), \(<a^n, w>.E_1 \sim_{\text{GSMBE}} <a^n, w>.E_2\).

(ii) For every \(L \subseteq \text{AType}\), \(E_1/L \sim_{\text{GSMBE}} E_2/L\).
(iii) For every $\varphi \in ARFun$, $E_1[\varphi] \sim_{\text{GSMBE}} E_2[\varphi]$.

(iv) For every $F \in \mathcal{G}$, $E_1 + F \sim_{\text{GSMBE}} E_2 + F$ and $F + E_1 \sim_{\text{GSMBE}} F + E_2$.

(v) For every $F \in \mathcal{G}$ and $S \subseteq \text{AType}$, $E_1 \parallel_S F \sim_{\text{GSMBE}} E_2 \parallel_S F$ and $F \parallel_S E_1 \sim_{\text{GSMBE}} F \parallel_S E_2$.

**Proof:** See Appendix D.1.

**Theorem 13.2** $\sim_{\text{GSMBE}}$ is a congruence w.r.t. recursive constant definitions.

**Proof:** See Appendix D.2.
Part V

Concluding Remarks
Chapter 14

Conclusion

In this chapter we present ongoing work and some ideas about future work.

14.1 Ongoing Work

We are currently working on the following topics:

- The full realization of the approach for correctly dealing with weakly guarded (Zeno) processes in interactive timed systems that we have described in the conclusion of Chapter 9. This can be done by modifying IWMCs, ITA and IGSMPs as there explained.

- The actual inclusion of the generative-reactive mechanism and of priority levels in the algebra GSMPA introduced in Chapter 13 (in such a chapter we have shown that this extension is straightforward), so to develop a new algebra GSMPA\(_{gr}\) precisely obtained as an extension EMPA\(_{gr}\).

- The extension of the expressive power of EMPA\(_{gr}\) by introducing value passing according to the symbolic treatment of [19]. Since in [19] such an approach is already applied to EMPA, this extension should be straightforward.

- The development of a Markovian congruence for EMPA\(_{gr}\) (or for an algebra with an equivalent expressive power) that abstracts from probabilistic internal immediate actions, i.e. those actions which are unobservable and take no time, similarly as we abstract from \(\tau\) actions in the calculus of IWMCs. Such a weak Markovian congruence could be used to compositionally minimize in an improved way (with respect to the equivalence defined in Chapter 11) the state space of an EMPA\(_{gr}\) specification. Such a problem is rather involved, because, e.g., even if we consider the simplest case of a process algebra where we may have pure probabilistic choices among internal \(\tau\) actions, it is not known how to define weak equivalence in such a way that it is a congruence for the operators of the algebra. We believe that a promising starting point for this research is the Markovian testing equivalence introduced in [25].
The exploitation of the capability of the discrete time algebra of Chapter 10 to represent different time units for the execution of actions belonging to the same specification for approximating generally distributed delays with discrete-time phase type distributions. This because the time unit used in such approximations crucially depends on which general distribution is to be approximated.

14.2 Future Work

We now conclude the thesis by outlining some work left for future research.

- We plan to scale the integrated approach for the specification and analysis of stochastic real-time systems presented in Sect. 1.1 from the calculus of IGSMPs to the algebra GSMPA$_{gr}$, obtained by importing in GSMPA generative-reactive synchronizations and priority levels. In particular the Markovian mapping should turn a GSMPA$_{gr}$ term into an EMPA$_{gr}$ term by approximating general distributions with phase-type distributions, while the real-time mapping should turn a GSMPA$_{gr}$ term into a net of timed automata (e.g. those of [132, 154]). This would allow us to exploit the expressive features of GSMPA$_{gr}$ for modeling and analyzing real world systems.

- Based on the integrated approach presented in the previous item we plan to build a software tool that: (i) automatizes the generation of semantic models from GSMPA$_{gr}$ system specifications, their minimization, and the derivation of the underlying performance model; and (ii) automatically transforms GSMPA$_{gr}$ specifications into EMPA$_{gr}$ or timed automata specifications, so that it provides an interface with existing tools: TwoTowers [26] for EMPA$_{gr}$ and, e.g., Kronos [154] for timed automata. In this way performance evaluation via Markovian analysis and real-time model checking of systems specified with GSMPA$_{gr}$ could be automatically carried out.

- Once we have gained a sufficient expressive power and we have a software tool like that described in the previous item, it will be possible, and important, to develop a number of case studies taken from real world systems.

- A very important extension to the expressiveness of the process algebras with general distributions presented in this thesis would be the inclusion of a mechanism for interrupting timed activities. This requires the introduction of a special event in semantic models representing “delay interruption” instead of “delay termination”. Interruption mechanisms, which are commonly used in the real-time literature (see e.g. [132]), would greatly enhance the expressive power of the algebras since a timed preemption mechanism is needed to model many real systems.

- An important development of the work on probabilistic weak equivalences would be to understand how to develop an equivalence notion which equates different patterns of generally distributed delays as follows. In the definition of [122] the internal computations of processes are standard “$\tau$” actions.
In an algebra with generally distributed delays we can see also a delay as an internal computation (a timed \(\tau\)). Therefore the idea is to extend the notion of observational congruence in such a way that it can equate, e.g., a sequence of timed \(\tau\) with a single timed \(\tau\) provided that distribution of durations are in the correct relationship. For example a sequence (or a more complex pattern) of exponential timed \(\tau\) could be equated by a phase-type distributed timed \(\tau\). It is worth noting that the possibility of extending the notion of observational congruence in this way strictly depends on the fact that we can express delays with any duration distribution (in languages expressing exponential distributions only there is not such a possibility). This is desirable because it may lead to a tremendous state space reduction of semantic models. For this purpose it seems to be very promising to exploit the third technique for expressing ST semantics we have developed in Chapter 3. It is worth noting that the development of such an equivalence strictly depends on the solution of the problem of defining a weak equivalence in the pure probabilistic case. See [120] for a solution of this problem in the context of semi-Markov processes, i.e. in the absence of a parallel composition operator.
Appendix A

Technical Machinery for Chapter 3

In Sect. A.1 we present the definition of strongly guarded processes for both languages BL and RL (see Chapter 3), while Sect. A.2 and A.3 are entirely dedicated to the proofs of the two central theorems of Chapter 3: the equivalence of ST bisimulation via dynamic names and via the stack technique with ST bisimulation via static names, respectively.

A.1 Definition of Strong Guardedness

In this section we will provide the precise definition of strongly guarded process for both the Basic Language and the Refinement Language.

We start with the definition of strong guardedness for Basic Language process. If we exclude static operators from the language the definition that we present coincides with the definition given in [122].

Definition A.1 A process $P$ of $BL_C$ is strongly guarded if for every subterm $recX.Q$ of $P$ the following holds: for each free occurrence of $X$ in $Q$ we have that there exists $a \in A$ and a subterm $a.Q'$ of $Q$ such that the same occurrence of $X$ lies inside $Q'$ and $a.Q'$ occurs in $P$ not in the scope of an hiding operator “/L” with $a \in L$.

As far as the definition of strong guardedness for the Refinement Language is concerned, the presence of the ACP sequential composition operator “;” (instead of the CCS prefix operator) and of the action refinement operator make the definition of strongly guarded processes slightly more complex with respect to the case of the basic language, due to technical reasons.

Similarly as for the basic language, in order for a process $P$ of $RL_C$ to be strongly guarded we must have that every occurrence of a variable $X$ in a subterm $recX.Q$ of $P$ is guarded, i.e. there exists a subterm $R;Q'$ of $Q$ such that $X$ lies inside $Q'$ and we are guaranteed that $R$ executes a visible action before terminating. First of all note that, due the adoption of ACP sequential composition, we can have that a variable $X$ in $Q$ can be guarded by several visible actions (e.g. in $(a + b);X$ the variable $X$ is guarded by the set of
actions \(\{a, b\}\), while in the case of prefix a strongly guarded variable \(X\) is always guarded by a single action. Secondly, we note that, differently from the case of the Basic Language, the execution of \(X\) in \(Q\) may be preceded by the occurrence of a free variable \(Y \neq X\) as, e.g., in process \(\text{rec}Y.a; \text{rec}X.Y; X\). Therefore in order to understand if \(X\) is strongly guarded in \(\text{rec}X.Q\), we have to evaluate the closure of subterm \(Q\) by replacing each free variable with the corresponding definition. Thirdly, due to the presence of the action refinement operator we have to account for the combined effect of the refinement and hiding operators which include term \(R\) preceding variable \(X\) in their scope, e.g. \(X\) is not strongly guarded in \((((a;X)|a \rightsquigarrow b)|a)\)/b.

In the following we present three auxiliary definitions which are necessary for the definition of strong guardedness in the Refinement Language.

**Definition A.2** Given \(P \in RL_{C}\) and a finite set \(M \subset A\), we define the predicate \(G_{M}(P)\), stating that the successful termination of \(P\) is strongly guarded by the set of visible actions \(M\), by structural induction as follows:

\[
\begin{align*}
G_{M}(X), \quad G_{M}(\delta) & \quad \forall M \subset \text{fin}A \\
G_{M}(a) & \quad \text{if } a \in M \\
G_{M}(Q';Q''), \quad G_{M}(Q' \parallel_{S} Q'') & \quad \text{if } G_{M}(Q') \lor G_{M}(Q'') \\
G_{M}(Q' + Q'') & \quad \text{if } G_{M}(Q') \land G_{M}(Q'') \\
G_{M}(Q/L) & \quad \text{if } G_{M-L}(Q) \\
G_{M}(\text{rec}X.Q) & \quad \text{if } G_{M}(Q) \\
G_{M}(Q'[a \rightsquigarrow Q'']) & \quad \text{if } (G_{M}(Q') \land a \notin M) \lor (G_{M-\{a\}}(Q') \land G_{M}(Q''))
\end{align*}
\]

Note that it is correct to consider the successful termination of a subterm \(X\) of \(P\) to be strongly guarded because \(P\) is a closed term, hence a variable \(X\) occurs in \(P\) always in the scope of its definition \(\text{rec}X.Q\). Moreover the successful termination of \(\text{rec}X.Q\) is not strongly guarded only if in \(\text{rec}X.Q\) the successful termination may be reached without encountering neither visible actions nor \(X\) occurrences.

**Definition A.3** Given \(P \in RL_{C}\) and a subterm \(Q\) of \(P\), we define the closure of \(Q\) to be the closed term obtained, starting from \(Q\), by subsequently replacing any occurrence of any free variable \(X\) with the subterm \(\text{Rec}X.R\) binding such variable in \(P\).

Note that, since variable occurrences which are bound by inner recursive definitions including \(Q\) in their scope are not free inside outer recursive definitions including \(Q\) in their scope, the sequence of substitutions considered in Definition A.3 is always finite.

**Definition A.4** Given \(P \in RL\) and a variable \(X \in \text{Var}\) such that \(P\) includes one free occurrence of \(X\), we define \(\text{RefHi}_{X}(P)\), the term obtained from \(P\) by considering only the action refinement and hiding operators
including $X$ in their scope, as follows:

\[
\begin{align*}
\text{RefHi}_X(X) &= X \\
\text{RefHi}_X(Y) &= \perp & \text{if } Y \neq X \\
\text{RefHi}_X(\text{rec} X.P) &= \text{RefHi}_X(\delta) = \text{RefHi}_X(\varepsilon) = \text{RefHi}_X(\mu) = \perp \\
\text{RefHi}_X(\text{rec} Y.P) &= \text{RefHi}_X(P) \\
\text{RefHi}_X(P + Q) &= \text{RefHi}_X(P \parallel Q) = \text{RefHi}_X(P; Q) = \max(\text{RefHi}_X(P), \text{RefHi}_X(Q)) \\
\text{RefHi}_X(P/L) &= \text{RefHi}_X(P)/L \\
\text{RefHi}_X(P[a \sim Q]) &= \text{RefHi}_X(P)[a \sim Q]
\end{align*}
\]

where we assume $\perp \leq P \forall P \in RL$ and $\perp /L = \perp [a; P] = \perp$.

We are now in a position to present the definition of strongly guarded processes of $RL_C$.

**Definition A.5** A process $P$ of $RL_C$ is strongly guarded if for every subterm $\text{rec} X.Q$ of $P$ the following holds: for each free occurrence of $X$ in $Q$ we have that there exists $M \subset \text{fin} A$ and a subterm $R; Q'$ of $Q$ such that the same occurrence of $X$ lies inside $Q'$ and, accounting for the refinement and hiding operators which include $R$ in their scope, the successful termination of term $\text{Cl}(R)$, representing the closure of $R$ as a subterm of $P$, is strongly guarded by the set of actions $M$. More precisely, defined $R^c$ to be the context of $R$ in $P$ expressed by means of a fresh free variable $Y$, i.e. $P \equiv R^c\{R/Y\}$, we must have that the successful termination of term $\text{RefHi}_Y(R^c)\{\text{Cl}(R)/Y\}$ is strongly guarded by $M$, i.e. $G_M(\text{RefHi}_Y(R^c)\{\text{Cl}(R)/Y\})$ holds true.

### A.2 Equivalence of the Dynamic Name and Static Name Techniques

In this section we will provide the proof of Theorem 3.5, i.e. the equivalence of ST bisimulation expressed through dynamic names with the definition of ST bisimulation based on static names. In the following we will denote by $\dashrightarrow_{sn}$ the state transitions of the static name operational semantics in order to distinguish them from those of the dynamic name operational semantics (simply denoted by $\dashrightarrow$).

We denote by $BL_{dn,CR}$ the subset of $BL_{dn,C}$ of the state terms reachable from a process of $BL_C$, i.e.

\[ BL_{dn,CR} = \{ T \in BL_{dn,C} | \exists P \in BL_C, k \in \mathbb{N}, \{T_i\}_{i<k}, \{\theta_i\}_{i<k}, P \xrightarrow{\theta_1} T_1 \xrightarrow{\theta_2} \ldots \xrightarrow{\theta_{k-1}} T_{k-1} \xrightarrow{\theta_k} T \} \]

The proof of Theorem 3.5 is based on a mapping $dsmap$ between the dynamic and static names assumed by the actions of a process according to the dynamic name and static name ST semantics, respectively. An association between the dynamic name $i \in \mathbb{N}^+$ and the static name $\odot \in GLoc$ assumed by an action $a$ according to the two semantics is represented inside $dsmap$ by the triple $(a, i, \odot)$. In the following we use $a : (i, \odot)$ to stand for $(a, i, \odot) \in dsmap$. 

We denote by \( dsa \), a dynamic-static association, whose elements are associations \((i, @)\). \( dsa \) ranges over the set \( DSA \) of partial bijections from \( \mathbb{N}^+ \) to \( Gloc \). A dynamic-static mapping \( dsmap \) is a relation from \( A \) to \( \mathbb{N}^+ \times Gloc \) such that \( \forall a \in A. dsmap_a \in DSA \), i.e. \( dsmap \) is a set including an independent dynamic-static association for each different action type. We denote by \( DSMAP \) the set of all dynamic-static mappings.

**Definition A.6** The function \( dsmap : BL_{dn,CR} \rightarrow DSMAP \), which evaluates a dynamic-static mapping from a state term of a dynamic \( ST \) semantic model, is defined as follows:

- \( dsmap(\emptyset) = dsmap(\mu.P) = dsmap(\tau.P) = dsmap(P + Q) = dsmap(recX.P) = \emptyset \)
- \( dsmap(a_{i^+}.P) = \{ a : (1, \bullet) \} \)
- \( dsmap(T \parallel_{S,M} U) = \{ a : (j, @) | a \notin S \land a : (i, @) \in dsmap(T) \land a : (j, l_i) \in M \} \cup \{ a : (j, r@) | a \notin S \land a : (i, @) \in dsmap(U) \land a : (j, r_i) \in M \} \cup \{ a : (i, <@'|@''>) | a \in S \land a : (i, @') \in dsmap(T) \land a : (i, @'') \in dsmap(U) \} \)
- \( dsmap(T/L) = \{ a : (i, @) \in dsmap(T) | a \notin L \} \)

The following proposition determine how the dynamic-static mapping \( dsmap(T) \) changes during the evolution of a dynamic state \( T \) in the three cases of an action start, an action termination and a silent transition.

**Proposition A.1** Let \( T \) be a dynamic state of \( BL_{dn,CR} \). We have:

- If \( T \xrightarrow{a_{i^+}} T' \) then \( i = \min \{ k | k \notin \text{dom}(dsmap(T)_a) \} \) and there exists \( @ \in Gloc \) such that \( @ \notin \text{range}(dsmap(T)_a) \) and \( dsmap(T')_a = dsmap(T)_a \cup \{(i, @)\} \). Moreover \( dsmap(T')_b = dsmap(T)_b \) for all \( b \in A \) such that \( b \neq a \).

- If \( T \xrightarrow{a_i} T' \) then there exists \( @ \in Gloc \) such that \( (i, @) \in dsmap(T)_a \) and \( dsmap(T')_a = dsmap(T)_a - \{(i, @)\} \). Moreover \( dsmap(T')_b = dsmap(T)_b \) for all \( b \in A \) such that \( b \neq a \).

- If \( T \xrightarrow{\tau} T' \) then \( dsmap(T') = dsmap(T) \).

**Proof:** By induction on the derivation of a transition \( T \xrightarrow{\theta} T' \), by showing that whenever all the premises of a dynamic name operational rule satisfy the proposition, then, exploiting the fact that \( dsmap(T) \) is defined by structural induction over \( T \), the conclusion satisfies it.

Now we will show how to derive the state of the static name semantics corresponding to a given state of the dynamic name semantics.

**Definition A.7** The function \( CL : BL_{dn,CR} \rightarrow BL_{sn} \), where \( CL \) stands for “clean”, is defined as follows. Given \( T \in BL_{dn,CR} \), \( CL(T) \) is obtained by syntactically replacing each \( ST \) action \( a_{i^+} \) occurring in \( T \) with \( a^+ \) and by discarding the sets \( M \) in the operators \( \parallel_{S,M} \).
Definition A.8 The function \( sn : BL_{dn,CR} \rightarrow \Sigma_R \), which evaluates the state \( sn(T) \) of the static name \( ST \) semantics corresponding to a state \( T \) of the dynamic name \( ST \) semantics, is defined as follows:

\[
sn(T) = (CL(T), \bigcup_{a \in A} \{ a : @ \mid @ \in range(dsmap(T)_{a}) \})
\]

Another preliminary result which is needed before proving the equivalence of the dynamic name and static name approaches is to establish a correspondence between the dynamic name and static name transitions.

Proposition A.2 Let \( T \) be a dynamic state of \( BL_{dn,CR} \). We have:

\[
\begin{align*}
\bullet & \quad T \xrightarrow{a_i^+} T' \implies \exists @ \in GLoc. \ dsmap(T')_{a} = dsmap(T)_{a} \cup \{(i, @)\} \land \ \sn(T) \xrightarrow{a_i^+} \sn(T') \\
\bullet & \quad T \xrightarrow{a_i^-} T' \implies \exists @ \in GLoc. \ dsmap(T')_{a} = dsmap(T)_{a} - \{(i, @)\} \land \ \sn(T) \xrightarrow{a_i^-} \sn(T') \\
\bullet & \quad T \xrightarrow{\dot{\tau}} T' \implies \sn(T) \xrightarrow{\dot{\tau}} \sn(T')
\end{align*}
\]

Proof: By induction on the derivation of a dynamic name transition from \( T \) by showing that whenever all the premises of a dynamic name operational rule satisfy the proposition, then, exploiting the fact that \( dsmap(T) \) is defined by structural induction over \( T \) and static name transitions are defined by structural semantics, the conclusion satisfies it. \( \square \)

Proposition A.3 Let \( T \) be a dynamic state of \( BL_{dn,CR} \). We have:

\[
\begin{align*}
\bullet & \quad sn(T) \xrightarrow{a_i^+} \sn s \implies \exists i \in \mathbb{N}^+, T' \in BL_{dn,CR}. \ T \xrightarrow{a_i^+} T' \land s = sn(T') \land \ dsmap(T')_{a} = dsmap(T)_{a} \cup \{(i, @)\} \\
\bullet & \quad sn(T) \xrightarrow{a_i^-} \sn s \implies \exists i \in \mathbb{N}^+, T' \in BL_{dn,CR}. \ T \xrightarrow{a_i^-} T' \land s = sn(T') \land \ dsmap(T')_{a} = dsmap(T)_{a} - \{(i, @)\} \\
\bullet & \quad sn(T) \xrightarrow{\dot{\tau}} \sn s \implies \exists T' \in BL_{dn,CR}. \ T \xrightarrow{\dot{\tau}} T' \land s = sn(T')
\end{align*}
\]

Proof: By induction on the derivation of a static name transition from \( sn(T) \) by showing that whenever all the premises of a static name operational rule satisfy the proposition, then, exploiting the fact that \( dsmap(T) \) is defined by structural induction over \( T \) and dynamic name transitions are defined by structural semantics, the conclusion satisfies it. \( \square \)

Finally, we introduce function \( H(T,U) \) which computes a (static name) association history \( H \) from two dynamic name states \( T \) and \( U \) which are put in correspondence by a dynamic name equivalence.
Definition A.9  The function $H : BL_{dn,CR} \times BL_{dn,CR} \rightarrow \mathcal{H}$, which evaluates an association history $H$ between the global locations of the actions in execution of a pair of dynamic name state terms $(T, U)$ such that $\forall a \in A. \text{dom}(\text{dsmap}(T)_a) = \text{dom}(\text{dsmap}(U)_a)$, i.e. the set of dynamic names of the actions in execution in $T$ and $U$ is the same, is defined as follows:

$$H(T, U) = \{a : (@', @'') \mid a \in A \land \text{dsmap}(T)_a^{-1}(@') = \text{dsmap}(U)_a^{-1}(@'')\}$$

Now we are in a position to present the two main lemmas needed for the proof of Theorem 3.5. The first lemma shows that from a dynamic name ST bisimulation we can derive a static name ST bisimulation, the second lemma shows the converse.

Definition A.10  Let $\mathcal{B}$ be a weak bisimulation [122] over dynamic name state terms of $BL_{dn, C}$. The corresponding $\mathcal{H}$-indexed family of binary relations $\text{sn}(\mathcal{B}) = \{\text{sn}(\mathcal{B})_H \subseteq \Sigma_R \times \Sigma_R \mid H \in \mathcal{H}\}$ among states of a static name $ST$ semantic model is defined as follows:

$$\text{sn}(\mathcal{B})_H = \{(\text{sn}(T), \text{sn}(U)) \mid T, U \in BL_{dn,CR} \land (\forall a \in A. \text{dom}(\text{dsmap}(T)_a) = \text{dom}(\text{dsmap}(U)_a)) \land T | U \land H(T, U) = H\}$$

Lemma A.1  Given a weak bisimulation $\mathcal{B}$ [122] over dynamic name state terms of $BL_{dn, C}$, we have that $\text{sn}(\mathcal{B})$ is a weak $ST$ bisimulation family.

Proof: First of all let us observe that $\text{sn}(\mathcal{B})$ is a a symmetric $\mathcal{H}$-indexed family of binary relations over $\Sigma_R$ because $\mathcal{B}$ is a symmetric binary relation.

Supposed that $H \in \mathcal{H}$ and $(s, t) \in \text{sn}(\mathcal{B})_H$ we show that:

1. $H$ is compatible with $(s, t)$

2. $s \xrightarrow{s'_t} s'$ implies $\exists t' \in \Sigma_R. @' \in \text{GLoc. } t \xrightarrow{s'_t} t' \wedge (s', t') \in \text{sn}(\mathcal{B})_{H \cup \{a_{(s', t')})\}}$

3. $s \xrightarrow{s'_t} s'$ implies $\exists t' \in \Sigma_R. @' \in \text{GLoc. } a : (@, @') \in H \land t \xrightarrow{a_{(s', t')}} t' \wedge (s', t') \in \text{sn}(\mathcal{B})_{H - \{a_{(s, t')}}})$

4. $s \xrightarrow{t} s'$ implies $\exists t' \in \Sigma_R. t \xrightarrow{t} t' \wedge (s', t') \in \text{sn}(\mathcal{B})_H$

In the following we will separately prove each item. Note that, by definition of $\text{sn}(\mathcal{B})$, we have that there exist $T, U \in BL_{dn,CR}$ such that $s = \text{sn}(T)$ and $t = \text{sn}(U)$.

1. Since, by definition of $\text{sn}(\mathcal{B})$, we have that $H(T, U) = H$, then $\text{dom}(H_a) = \text{range}(\text{dsmap}(T)_a)$ and $\text{range}(H_a) = \text{range}(\text{dsmap}(U)_a)$, hence $H$ is compatible with $(\text{sn}(T), \text{sn}(U))$. 
2. If $sn(T) \xrightarrow{a^+} s' \text{ then, from Prop. A.3 and A.1, we have that there exist } i \in \mathbb{N}^+ \text{ and } T' \in B_{Ldn,CR},$ with $s' = sn(T')$, such that $T \xrightarrow{a^+} T'$. Moreover, we have $dmap(T')_a = dmap(T)_a \cup \{(i, @)\}$, with $(i, @) \notin dmap(T)_a$, and $\forall b \in A, b \neq a, dmap(T')_b = dmap(T)_b$.

Since, from the definition of $sn(B)$ we know that $TBU$, from the definition of weak bisimulation [122] we derive that there exists $U' \in B_{Ldn,CR}$ such that $U \xrightarrow{a^+} U'$ and $T'B'U'$.

Then, from repeated use of Prop. A.2 and A.1, we derive that there exists $@' \in GLoc$ such that $sn(U) \xrightarrow{a^+} sn U'$. Moreover, we derive $dmap(U')_a = dmap(U)_a \cup \{(i, @')\}$, with $(i, @') \notin dmap(T)_a$, and $\forall b \in A, b \neq a, dmap(U')_b = dmap(U)_b$.

Since, from the definition of $sn(B)$, we know that $\forall a \in A. dom(dmap(T)_a) = dom(dmap(U)_a)$, from the relationship between $dmap(T')$ and $dmap(T)$, and the relationship between $dmap(U')$ and $dmap(U)$ that we derived, we have: $\forall a \in A. dom(dmap(T')_a) = dom(dmap(U')_a)$ and $H(T', U') = H(T, U) \cup \{a : (i, @')\}$. Therefore, by definition of $sn(B)$, we have that, defined $t' = sn(U')$, $(s', t') \in sn(B)_{H-\{a:(i, @')\}}$.

3. If $sn(T) \xrightarrow{a^+} s' \text{ then, from Prop. A.3 and A.1, we have that there exist } i \in \mathbb{N}^+ \text{ and } T' \in B_{Ldn,CR},$ with $s' = sn(T')$, such that $(i, @) \in dmap(T)_a$ and $T \xrightarrow{a^+} T'$. Moreover, we have $dmap(T')_a = dmap(T)_a - \{(i, @)\}$ and $\forall b \in A, b \neq a, dmap(T')_b = dmap(T)_b$.

Since, from the definition of $sn(B)$ we know that $TBU$, from the definition of weak bisimulation [122] we derive that there exists $U' \in B_{Ldn,CR}$ such that $U \xrightarrow{a^+} U'$ and $T'B'U'$.

Then, from repeated use of Prop. A.2 and A.1, we derive that there exists $@' \in GLoc$ such that $(j, @') \in dmap(U)_a$ and $sn(U) \xrightarrow{a^+} sn U'$. Moreover, we derive $dmap(U')_a = dmap(U)_a - \{(i, @')\}$ and $\forall b \in A, b \neq a, dmap(U')_b = dmap(U)_b$.

Since, from the definition of $sn(B)$, we know that $\forall a \in A. dom(dmap(T)_a) = dom(dmap(U)_a)$, from the relationship between $dmap(T')$ and $dmap(T)$, and the relationship between $dmap(U')$ and $dmap(U)$ that we derived, we have: $\forall a \in A. dom(dmap(T')_a) = dom(dmap(U')_a)$ and $H(T', U') = H(T, U) - \{a : (i, @')\}$. Therefore, by definition of $sn(B)$, we have that, defined $t' = sn(U')$, $(s', t') \in sn(B)_{H-\{a:(i, @')\}}$.

4. If $sn(T) \xrightarrow{T} s' \text{ then, from Prop. A.3 and A.1, we have that there exists } T' \in B_{Ldn,CR},$ with $s' = sn(T')$, such that $T \xrightarrow{T} T'$ and $dmap(T') = dmap(T)$.

Since, from the definition of $sn(B)$ we know that $TBU$, from the definition of weak bisimulation [122] we derive that there exists $U' \in B_{Ldn,CR}$ such that $U \xrightarrow{\cdot} U'$ and $T'B'U'$.

Then, from repeated use of Prop. A.2 and A.1, we derive that $sn(U) \xrightarrow{\cdot} sn U'$ and $dmap(U') = dmap(U)$.  


Since, from the definition of \( \mathbf{sn}(\mathcal{B}) \), we know that \( \forall a \in A. \text{dom}(\text{dsmap}(T)_a) = \text{dom}(\text{dsmap}(U)_a) \), we have \( \forall a \in A. \text{dom}(\text{dsmap}(T'_a)) = \text{dom}(\text{dsmap}(U'_a)) \). Moreover \( H(T', U') = H(T, U) \). Therefore, by definition of \( \mathbf{sn}(\mathcal{B}) \), we have that, defined \( t' = \text{sn}(U') \), \( (s', t') \in \text{sn}(\mathcal{B})_H \).

\[ \square \]

**Definition A.11** Let \( \mathcal{B} = \{ \mathcal{B}_H \subseteq \Sigma_R \times \Sigma_R \mid H \in \mathcal{H} \} \) be a weak ST bisimulation family. The corresponding binary relation \( \text{dn}(\mathcal{B}) \subseteq \text{BL}_{\text{dn,Cr}} \times \text{BL}_{\text{dn,Cr}} \) among states of a dynamic name ST semantic model is defined as follows:

\[ \text{dn}(\mathcal{B}) = \{ (T, U) \in \text{BL}_{\text{dn,Cr}} \times \text{BL}_{\text{dn,Cr}} \mid (\forall a \in A. \text{dom}(\text{dsmap}(T)_a) = \text{dom}(\text{dsmap}(U)_a)) \land \text{sn}(T) \mathcal{B}_{H(T,U)} \text{sn}(U) \} \]

**Lemma A.2** Given a weak ST bisimulation family \( \mathcal{B} = \{ \mathcal{B}_H \subseteq \Sigma_R \times \Sigma_R \mid H \in \mathcal{H} \} \), we have that \( \text{dn}(\mathcal{B}) \) is a weak bisimulation [122].

**Proof:** First of all let us observe that \( \text{dn}(\mathcal{B}) \) is a symmetric binary relation because \( \mathcal{B} \) is a symmetric \( \mathcal{H} \)-indexed family of binary relations.

Supposed that \( (T, U) \in \text{dn}(\mathcal{B}) \) we show that:

\[ T \xrightarrow{\theta} T' \text{ implies } \exists U' \in \text{BL}_{\text{dn,Cr}}. U \xrightarrow{\hat{\theta}} U' \land (T', U') \in \text{dn}(\mathcal{B}) \]

where \( \hat{\theta} = \theta \) if \( \theta \in \text{STA}_{\text{dn}} \) and \( \hat{\theta} = \varepsilon \) if \( \theta = \dagger [122] \).

We have three cases depending on whether \( \theta \) is an action start, an action termination or a silent transition:

- If \( T \xrightarrow{a^+_i} T' \) then, from Prop. A.2 and A.1, we have that there exists \( \overline{a} \in \text{GLoc} \) such that \( \text{sn}(T) \xrightarrow{a\overline{a}} \text{sn}(T') \). Moreover, we have \( \text{dsmap}(T')_a = \text{dsmap}(T)_a \cup \{ (i, \overline{a}) \} \), with \( (i, \overline{a}) \notin \text{dsmap}(T)_a \), and \( \forall b \in A, b \neq a. \text{dsmap}(T')_b = \text{dsmap}(T)_b \).

Since, from the definition of \( \text{dn}(\mathcal{B}) \), we know that \( \text{sn}(T) \mathcal{B}_{H(T,U)} \text{sn}(U) \), from the definition of weak ST bisimulation family we derive that there exist \( s \in \Sigma_R \) and \( \overline{a}' \in \text{GLoc} \) such that \( \text{sn}(U) \xrightarrow{a\overline{a}'} \text{sn}s \) and \( \text{sn}(T') \mathcal{B}_{H(T',U'),U} \text{sn}(U') \).

Then, from repeated use of Prop. A.3 and A.1, we derive that there exist \( j \in \mathbb{N}^+ \) and \( U' \in \text{BL}_{\text{dn,Cr}} \), with \( s = \text{sn}(U') \), such that \( U \xrightarrow{a^+_j} U' \). Moreover, we derive \( \text{dsmap}(U')_a = \text{dsmap}(U)_a \cup \{ (j, \overline{a}') \} \), with \( (j, \overline{a}') \notin \text{dsmap}(U)_a \), and \( \forall b \in A, b \neq a. \text{dsmap}(U')_b = \text{dsmap}(U)_b \).

Since, from the definition of \( \text{dn}(\mathcal{B}) \), we know that \( \forall a \in A. \text{dom}(\text{dsmap}(T)_a) = \text{dom}(\text{dsmap}(U)_a) \), from repeated use of Prop. A.1, we derive that \( i = j \). Moreover, from the relationship between \( \text{dsmap}(T') \) and \( \text{dsmap}(T) \), and the relationship between \( \text{dsmap}(U') \) and \( \text{dsmap}(U) \) that we derived, we have: \( \forall a \in A. \text{dom}(\text{dsmap}(T'_a)) = \text{dom}(\text{dsmap}(U'_a)) \) and \( H(T', U') = H(T, U) \cup \{ a : (\overline{a}, \overline{a}') \} \). Therefore \( \text{sn}(T') \mathcal{B}_{H(T',U'),U} \text{sn}(U') \) and, by definition of \( \text{dn}(\mathcal{B}) \), we have \( (T', U') \in \text{dn}(\mathcal{B}) \).
If \( T \xrightarrow{a}\ T' \) then, from Prop. A.2 and A.1, we have that there exists \( \varnothing \in GLoc \) such that \((i, \varnothing) \in dsmap(T)_a\) and \( sn(T) \xrightarrow{a\varnothing} \rightarrow_{sn} sn(T') \). Moreover, we have \( dsmap(T')_a = dsmap(T)_a - \{(i, \varnothing)\} \) and \( \forall b \in A, b \neq a. \ dsmap(T')_b = dsmap(T)_b \).

Since, from the definition of \( dn(B) \), we know that \( sn(T) B_{H(T,U)} sn(U) \), from the definition of weak ST bisimulation family we derive that there exists \( s \in \Sigma_R \) and \( \varnothing' \in GLoc \), with \( a : (\varnothing, \varnothing') \in H(T, U) \), such that \( sn(U) \xrightarrow{\varnothing'} \rightarrow_{sn} \rightarrow_{sn} s \) and \( sn(T') B_{H(T,U)-\{a:(\varnothing,\varnothing')\}} s \).

Then, from repeated use of Prop. A.3 and A.1, we derive that there exist \( j \in \mathbb{N}^+ \) and \( U' \in BL_{dn,CR} \), with \( s = sn(U') \), such that \((j, \varnothing') \in dsmap(U)_a\) and \( U \xrightarrow{\varnothing'} U' \). Moreover, we derive \( dsmap(U')_a = dsmap(U)_a - \{(j, \varnothing')\} \) and \( \forall b \in A, b \neq a. \ dsmap(U')_b = dsmap(U)_b \).

Since \( a : (\varnothing, \varnothing') \in H(T, U) \), from \((i, \varnothing) \in dsmap(T)_a\) and \((j, \varnothing') \in dsmap(U)_a\) we derive \( i = j \). Moreover, since from the definition of \( dn(B) \), we know that \( \forall a \in A. \ dom(dsmap(T)_a) = dom(dsmap(U)_a) \), from the relationship between \( dsmap(T') \) and \( dsmap(T) \), and the relationship between \( dsmap(U') \) and \( dsmap(U) \) that we derived, we have: \( \forall a \in A. \ dom(dsmap(T')_a) = dom(dsmap(U')_a) \) and \( H(T', U') = H(T, U) - \{a : (\varnothing, \varnothing')\} \). Therefore \( sn(T') B_{H(T',U')} sn(U') \) and, by definition of \( dn(B) \), we have \((T', U') \in dn(B)\).

If \( T \xrightarrow{\tau} T' \) then, from Prop. A.2 and A.1, we have that \( sn(T) \xrightarrow{\tau} \rightarrow_{sn} sn(T') \) and \( dsmap(T') = dsmap(T) \).

Since, from the definition of \( dn(B) \), we know that \( sn(T) B_{H(T,U)} sn(U) \), from the definition of weak ST bisimulation family we derive that there exists \( s \in \Sigma_R \) such that \( sn(U) \xrightarrow{\tau} \rightarrow_{sn} \rightarrow_{sn} s \) and \( sn(T') B_{H(T,U)} s \).

Then, from repeated use of Prop. A.3 and A.1, we derive that there exists \( U' \in BL_{dn,CR} \), with \( s = sn(U') \), such that \( U \xrightarrow{\tau} U' \) and \( dsmap(U') = dsmap(U) \).

Since from the definition of \( dn(B) \), we know that \( \forall a \in A. \ dom(dsmap(T)_a) = dom(dsmap(U)_a) \), we have \( \forall a \in A. \ dom(dsmap(T')_a) = dom(dsmap(U')_a) \). Moreover \( H(T', U') = H(T, U) \). Therefore \( sn(T') B_{H(T',U')} sn(U') \) and, by definition of \( dn(B) \), we have \((T', U') \in dn(B)\).

The proof of Theorem 3.5, i.e. given \( P, Q \in BL_G \) we have \( P \approx_{dn} Q \) if and only if \( P \approx_{sn} Q \), is now straightforward.

Proof:[of Theorem 3.5]

Proof of “\( \rightarrow \)” Let us suppose that \( \langle P, \varnothing \rangle \xrightarrow{a\varnothing} \rightarrow_{sn} \rightarrow_{sn} s \). We have to show that \( \exists t \in \Sigma_R, \varnothing' \in GLoc \), \( \langle Q, \varnothing \rangle \xrightarrow{a\varnothing'} \rightarrow_{sn} t \wedge (s,t) \in \approx_{sn,\{a,\varnothing'\}} \).

From Prop. A.3 and A.1, we have that there exist \( i \in \mathbb{N}^+ \) and \( T \in BL_{dn,CR} \), with \( s = sn(T) \), such that \( P \xrightarrow{a\varnothing} T \). Moreover, we have \( dsmap(T)_a = \{(i, \varnothing)\} \) and \( \forall b \in A, b \neq a. \ dsmap(T)_b = \emptyset \).
From the definition of observational congruence [122] we derive that there \( \exists U \in BL_{dn,CR} \) such that \( Q \xrightarrow{a^+} U \) and \( (T,U) \in \approx_{dn} \), where \( \approx_{dn} \) denotes weak bisimulation equivalence [122], hence there exists a weak bisimulation \( B \) such that \( TB \). Then, from repeated use of Prop. A.2 and A.1, we derive that there exists \( \emptyset' \in GLoc \) such that \( Q \xrightarrow{a^+}_{sn} \emptyset \). Moreover, we derive \( dsmap(U)_a = \{(i, \emptyset')\} \) and \( \forall b \in A, b \neq a \). \( dsmap(U)_b = \emptyset \).

Finally, since we have \( \forall a \in A. \text{dom}(dsmap(T)_a) = \text{dom}(dsmap(U)_a) \) and \( H(T,U) = \{a : (\emptyset, \emptyset')\} \), \( sn(B) \) is a weak ST bisimulation family such that, defined \( t = sn(U) \), \( (s,t) \in sn(B)_{\{a:(\emptyset,\emptyset')\}} \), hence \( (s,t) \in \approx_{sn,\{a:(\emptyset,\emptyset')\}} \).

In the case of a start move of \( \langle Q, \emptyset \rangle \) or a silent move of \( \langle P, \emptyset \rangle \) or \( \langle Q, \emptyset \rangle \) the proof is similar.

**Proof of “\( \Rightarrow \)”** Let us suppose that \( P \xrightarrow{a^+} T \). We have to show that \( \exists U \in BL_{dn,CR}.Q \xrightarrow{a^+} U \land (T,U) \in \approx_{dn} \), where \( \approx_{dn} \) denotes weak bisimulation equivalence [122].

From Prop. A.2 and A.1, we have that there exists \( \emptyset \in GLoc \) such that \( \langle P, \emptyset \rangle \xrightarrow{a^+}_{sn} \emptyset \). Moreover, we have \( dsmap(T)_a = \{(i, \emptyset)\} \) and \( \forall b \in A, b \neq a \). \( dsmap(T)_b = \emptyset \).

From the definition of (static name) observational ST congruence we derive that there exist \( s \in \Sigma_R \) and \( \emptyset' \in GLoc \) such that \( \langle Q, \emptyset \rangle \xrightarrow{a^+}_{sn} s \) and \( (sn(T),s) \in \approx_{sn,\{a:(\emptyset,\emptyset')\}} \), hence there exists a weak ST bisimulation family \( B = \{B_H \subseteq \Sigma_R \times \Sigma_R | H \in \mathcal{H}\} \) such that \( (sn(T),s) \in B_{\{a:(\emptyset,\emptyset')\}} \).

Then, from repeated use of Prop. A.3 and A.1, we derive that there exists \( j \in \mathbb{N}^+ \) and \( U \in BL_{dn,CR} \), with \( s = sn(U) \), such that \( Q \xrightarrow{a^+} U \). Moreover, we derive \( dsmap(U)_a = \{(j, \emptyset')\} \) and \( \forall b \in A, b \neq a \). \( dsmap(U)_b = \emptyset \).

Since \( \forall a \in A. \text{dom}(dsmap(P)_a) = \text{dom}(dsmap(Q)_a) = \emptyset \), from repeated use of Prop. A.1, we derive that \( i = j = 1 \). Finally, since we have \( \forall a \in A. \text{dom}(dsmap(T)_a) = \text{dom}(dsmap(U)_a) \) and \( H(T,U) = \{a : (\emptyset, \emptyset')\} \), \( sn(T)B_{H(T,U)} sn(U) \) and \( dn(B) \) is a weak bisimulation [122] such that \( (T,U) \in dn(B) \), hence \( (T,U) \in \approx_{dn} \).

In the case of a start move of \( Q \) or a silent move of \( P \) or \( Q \) the proof is similar.

\[\square\]

### A.3 Equivalence of the Stack and Static Name Techniques

In this section we will provide the proof of Theorem 3.10, i.e. the equivalence of ST bisimulation expressed via the stack technique with the definition of ST bisimulation based on static names. Similarly as in Appendix B, we will denote by \( \longrightarrow_{sn} \) the state transitions of the static name operational semantics in order to distinguish them from those of the stack technique operational semantics (simply denoted by \( \longrightarrow \)). Since Theorem 3.10 compares the stack and the static name approaches over processes of \( BL_C \), in this appendix we will just consider the stack technique applied to a simple language with prefixing instead of general sequential composition. Therefore we will consider a set of stack technique state terms \( BL_S \) generated by a syntax with prefixing like that of state terms of the dynamic name technique \( (BL_{s,C}) \) as usual denotes the
set of processes of $BL_s$). Moreover we will consider the stack technique transition system to be generated by the set of operational rules in Table 3.7, where we perform the obvious translation of the rules for sequential composition into those for prefixing and we do not consider the elimination rules for the parallel operator (we just treat processes which, after performing an $a^-$, become terminated processes in the same way as we do for those which do not terminate).

We denote by $BL_{s,CR}$ the subset of $BL_s$ of the state terms reachable from a process of $BL_C$, i.e.

$$BL_{s,CR} = \{ T \in BL_s \mid \exists P \in BL_C, k \in \mathbb{N}, \{ T_i \}_{i \leq k}, \{ \theta_i \}_{i \leq k}. P \xrightarrow{\theta_1} T_1 \xrightarrow{\theta_2} \ldots \xrightarrow{\theta_{k-1}} T_{k-1} \xrightarrow{\theta_k} T \}. $$

The proof of Theorem 3.10 is based on a mapping $ssmap$ between the stack positions and the static names assumed by the actions of a process according to the ST semantics via stack technique and static name ST semantics, respectively. An association between the stack position $i \in \mathbb{N}^+$ and the static name $\@ \in GLoc$ assumed by an action $a$ according to the two semantics is represented inside $ssmap$ by the triple $(a, i, \@)$. In the following we use $a : (i, \@)$ to stand for $(a, i, \@) \in ssmap$.

We denote by $W$ a stack-static association string. $W$ ranges over the set $SSAS$ of partial bijections from $\mathbb{N}^+$ to $GLoc$ such that $\exists k \geq 1. dom(W) = \{1 \ldots k\}$, i.e. non-empty strings over the alphabet of global locations $GLoc$ without multiple occurrences of the same global location. A stack-static association string $W$ can be seen as a set whose elements are associations $(i, \@)$. A stack-static mapping $ssmap$ is a relation from $A$ to $\mathbb{N}^+ \times GLoc$ such that $\forall a \in A. ssmap_a \in SSAS$, i.e. $ssmap$ is a set including an independent stack-static association string for each different action type. We denote by $SSMAP$ the set of all stack-static mappings.

**Definition A.12** The function $ssmap : BL_{s,CR} \rightarrow SSMAP$, which evaluates a stack-static mapping from a state term of stack technique ST semantic model, is defined as follows:

- $ssmap(\emptyset) = ssmap(\mu.P) = ssmap(\tau.P) = ssmap(P + Q) = ssmap(\text{rec}X.P) = \emptyset$
- $ssmap(a^-_i.P) = \{ a : (1, \bullet) \}$
- $ssmap(T || S.M U) =$
  - $\{ a : (j, l@) \mid a \notin S \land a : (i, \emptyset) \in ssmap(T) \land j = \#_i(M_a) \} \cup$
  - $\{ a : (j, r@) \mid a \notin S \land a : (i, \emptyset) \in ssmap(U) \land j = \#_i(M_a) \} \cup$
  - $\{ a : (i, \langle @^{n'} \rangle) \mid a \in S \land a : (i, @^{n''}) \in ssmap(T) \land a : (i, @^{n''}) \in ssmap(U) \}$
- $ssmap(T/L) = \{ a : (i, \emptyset) \in ssmap(T) \mid a \notin L \}$

The following proposition determine how the stack-static mapping $ssmap(T)$ changes during the evolution of a stack technique state $T$ in the three cases of an action start, an action termination and a silent transition.

**Proposition A.4** Let $T$ be a state of $BL_{s,CR}$. We have:

- If $T \xrightarrow{a^+} T'$ there exists $\@ \in GLoc$ such that $\@ \notin \text{range}(ssmap(T)_a)$ and $ssmap(T')_a = @ssmap(T)_a$.
  Moreover $ssmap(T')_b = ssmap(T)_b$ for all $b \in A$ such that $b \neq a$.
• If $T \xrightarrow{a_i} T'$ then there exists $@ \in \text{GLoc}$ such that $(i, @) \in \text{ssmap}(T)_a$ and $\text{ssmap}(T')_a = \text{ssmap}(T)_a \ominus i$. Moreover $\text{ssmap}(T')_b = \text{ssmap}(T)_b$ for all $b \in A$ such that $b \neq a$.

• If $T \xrightarrow{\tau} T'$ then $\text{ssmap}(T') = \text{ssmap}(T)$.

**Proof:** By induction on the derivation of a transition $T \xrightarrow{\theta} T'$, by showing that whenever all the premises of a stack technique operational rule satisfy the proposition, then, exploiting the fact that $\text{ssmap}(T)$ is defined by structural induction over $T$, the conclusion satisfies it.

The state of the static name semantics corresponding to a given state of the semantics via the stack technique is derived, as in Appendix B, as follows.

**Definition A.13** The function $\text{CL} : BL_{s,CR} \rightarrow BL_{sn}$, where $\text{CL}$ stands for “clean”, is defined as follows. Given $T \in BL_{s,CR}$, $\text{CL}(T)$ is obtained by syntactically replacing each ST action $a_i$ occurring in $T$ with $a^-$ and by discarding the sets $M$ in the operators $\|_{S,M}$.

**Definition A.14** The function $\text{sn} : BL_{s,CR} \rightarrow \Sigma_R$, which evaluates the state $\text{sn}(T)$ of the static name ST semantics corresponding to a state $T$ of the ST semantics via the stack technique, is defined as follows:

$$\text{sn}(T) = \{ \text{CL}(T), \bigcup_{a \in A} \{ a : @ \mid @ \in \text{range}(\text{ssmap}(T)_a) \} \}$$

As in Appendix B, another preliminary result which is needed before proving the equivalence of the stack and static name approaches is to establish a correspondence between the stack and static name transitions.

**Proposition A.5** Let $T$ be a state of $BL_{s,CR}$. We have:

• $T \xrightarrow{a_i^+} T'$ implies $\exists @ \in \text{GLoc}. \text{ssmap}(T')_a = @ \ominus \text{ssmap}(T)_a \land \text{sn}(T) \xrightarrow{a_i^+} \text{sn}(T')$

• $T \xrightarrow{a_i^-} T'$ implies $\exists @ \in \text{GLoc}. \text{ssmap}(T')_a = \text{ssmap}(T)_a \ominus i \land \text{sn}(T) \xrightarrow{a_i^-} \text{sn}(T')$

• $T \xrightarrow{\tau} T'$ implies $\text{sn}(T) \xrightarrow{\tau} \text{sn}(T')$

**Proof:** By induction on the derivation of a stack technique transition from $T$ by showing that whenever all the premises of a stack technique operational rule satisfy the proposition, then, exploiting the fact that $\text{ssmap}(T)$ is defined by structural induction over $T$ and static name transitions are defined by structural semantics, the conclusion satisfies it.

**Proposition A.6** Let $T$ be a state of $BL_{s,CR}$. We have:
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\[ \text{sn}(T) \xrightarrow{a, s} \text{sn}s \implies \exists T' \in \text{BL}_{s,C}R. T \xrightarrow{a, t} T' \land s = \text{sn}(T') \land \text{ssmap}(T')_a = \text{ssmap}(T)_a \]

\[ \text{sn}(T) \xrightarrow{a, s} \text{sn}s \implies \exists i \in \mathbb{N^+}, T' \in \text{BL}_{s,C}R. T \xrightarrow{a, i} T' \land s = \text{sn}(T') \land \text{ssmap}(T')_a = \text{ssmap}(T)_a \circ i \]

\[ \text{sn}(T) \xrightarrow{\dot{t}, s} \text{sn}s \implies \exists T' \in \text{BL}_{s,C}R. T \xrightarrow{\dot{t}, s} T' \land s = \text{sn}(T') \]

**Proof:** By induction on the derivation of a static name transition from \( \text{sn}(T) \) by showing that whenever all the premises of a static name operational rule satisfy the proposition, then, exploiting the fact that \( \text{ssmap}(T) \) is defined by structural induction over \( T \) and stack technique transitions are defined by structural semantics, the conclusion satisfies it.

Finally, we introduce function \( H(T, U) \) which computes a (static name) association history \( H \) from two stack technique states \( T \) and \( U \) which are put in correspondence by a stack technique equivalence.

**Definition A.15** The function \( H : \text{BL}_{s,C}R \times \text{BL}_{s,C}R \rightarrow H \), which evaluates an association history \( H \) between the global locations of the actions in execution of a pair of stack technique state terms \( (T, U) \) such that \( \forall a \in A. \text{dom}(\text{ssmap}(T)_a) = \text{dom}(\text{ssmap}(U)_a) \), i.e. the number of stack positions of the actions in execution in \( T \) and \( U \) is the same, is defined as follows:

\[ H(T, U) = \{a : (\hat{a}, \hat{a}'') \mid a \in A \land \text{ssmap}(T)_a^{-1}(\hat{a}') = \text{ssmap}(U)_a^{-1}(\hat{a}'')\} \]

Now we are in a position to present the two main lemmas needed for the proof of Theorem 3.10. The first lemma shows that from a stack technique ST bisimulation we can derive a static name ST bisimulation, the second lemma shows the converse.

**Definition A.16** Let \( B \) be a weak bisimulation \[122\] over stack technique state terms of \( \text{BL}_{s,C} \). The corresponding \( H \)-indexed family of binary relations \( \text{sn}(B)_H = \{ \text{sn}(B)_H \subseteq \Sigma_R \times \Sigma_R \mid H \in H \} \) among states of a static name ST semantic model is defined as follows:

\[ \text{sn}(B)_H = \{ (\text{sn}(T), \text{sn}(U)) \mid T, U \in \text{BL}_{s,C}R \land (\forall a \in A. \text{dom}(\text{ssmap}(T)_a) = \text{dom}(\text{ssmap}(U)_a)) \land T \not\equiv U \land H(T, U) = H \} \]

**Lemma A.3** Given a weak bisimulation \( B \) \[122\] over stack technique state terms of \( \text{BL}_{s,C} \), we have that \( \text{sn}(B) \) is a weak ST bisimulation family.

**Proof:** First of all let us observe that \( \text{sn}(B) \) is a a symmetric \( H \)-indexed family of binary relations over \( \Sigma_R \) because \( B \) is a symmetric binary relation.

Supposed that \( H \in H \) and \((s, t) \in \text{sn}(B)_H \) we show that:

1. \( H \) is compatible with \((s, t)\)
2. Since, by definition of $\text{s}(n)$,

\[ s \xrightarrow{a_n} s' \text{ implies } \exists t' \in \Sigma_R, \emptyset' \in \text{GLoc}. t \xrightarrow{a_n} t' \land (s', t') \in \text{sn}(\mathcal{B})_{H \cup \{a : (\emptyset, \emptyset')\}} \]

3. If $s \xrightarrow{a_n} s'$ implies $\exists t' \in \Sigma_R, \emptyset' \in \text{GLoc.} a : (\emptyset, \emptyset') \in H \land t \xrightarrow{a_n} t' \land (s', t') \in \text{sn}(\mathcal{B})_{H \cup \{a : (\emptyset, \emptyset')\}}

4. $s \xrightarrow{\tau} s'$ implies $\exists t' \in \Sigma_R, t \xrightarrow{\tau} t' \land (s', t') \in \text{sn}(\mathcal{B})_H$

In the following we will separately prove each item. Note that, by definition of $\text{sn}(\mathcal{B})$, we have that there exist $T, U \in \text{BL}_{s, \text{CR}}$ such that $s = \text{sn}(T)$ and $t = \text{sn}(U)$.

1. Since, by definition of $\text{sn}(\mathcal{B})$, we have that $H(T, U) = H$, then $\text{dom}(H_a) = \text{range}(\text{ssmap}(T)_a)$ and $\text{range}(H_a) = \text{range}(\text{ssmap}(U)_a)$, hence $H$ is compatible with $(\text{sn}(T), \text{sn}(U))$.

2. If $\text{sn}(T) \xrightarrow{a_n} \text{sn} s'$ then, from Prop. A.6 and A.4, we have that there exists $T' \in \text{BL}_{s, \text{CR}}$, with $s' = \text{sn}(T')$, such that $T \xrightarrow{a_n} T'$. Moreover, we have $\text{ssmap}(T')_a = @ \text{ssmap}(T)_a$, with $@ \notin \text{range}(\text{ssmap}(T))_a$, and $\forall b \in A, b \neq a. \text{ssmap}(T')_b = \text{ssmap}(T)_b$.

Since, from the definition of $\text{sn}(\mathcal{B})$ we know that $T \parallel U$, from the definition of weak bisimulation \[122\] we derive that there exists $U' \in \text{BL}_{s, \text{CR}}$ such that $U \xrightarrow{a_n} U'$ and $T' \parallel U'$.

Then, from repeated use of Prop. A.5 and A.4, we derive that there exists $\emptyset \in \text{GLoc}$ such that $\text{sn}(U) \xrightarrow{a_n} \text{sn} \text{sn}(U')$. Moreover, we derive $\text{ssmap}(U')_a = @ \text{ssmap}(U')_a$, with $@ \notin \text{range}(\text{ssmap}(U))_a$, and $\forall b \in A, b \neq a. \text{ssmap}(U')_b = \text{ssmap}(U)_b$.

Since, from the definition of $\text{sn}(\mathcal{B})$, we know that $\forall a \in A. \text{dom}(\text{ssmap}(T)_a) = \text{dom}(\text{ssmap}(U')_a)$, from the relationship between $\text{ssmap}(T')$ and $\text{ssmap}(T)$, and the relationship between $\text{ssmap}(U')$ and $\text{ssmap}(U)$ that we derived, we have: $\forall a \in A. \text{dom}(\text{ssmap}(T')_a) = \text{dom}(\text{ssmap}(U')_a)$ and $H(T', U') = H(T, U) \cup \{ a : (\emptyset, \emptyset') \}$. Therefore, by definition of $\text{sn}(\mathcal{B})$, we have that, defined $t' = \text{sn}(U')$, $(s', t') \in \text{sn}(\mathcal{B})_{H \cup \{a : (\emptyset, \emptyset')\}}$.

3. If $\text{sn}(T) \xrightarrow{a_n} \text{sn} s'$ then, from Prop. A.6 and A.4, we have that there exist $i \in \mathbb{N}^+$ and $T' \in \text{BL}_{s, \text{CR}}$, with $s' = \text{sn}(T')$, such that $(i, \emptyset) \in \text{ssmap}(T)_a$ and $T \xrightarrow{a_n} T'$. Moreover, we have $\text{ssmap}(T')_a = \text{ssmap}(T)_a \circ i$ and $\forall b \in A, b \neq a. \text{ssmap}(T')_b = \text{ssmap}(T)_b$.

Since, from the definition of $\text{sn}(\mathcal{B})$ we know that $T \parallel U$, from the definition of weak bisimulation \[122\] we derive that there exists $U' \in \text{BL}_{s, \text{CR}}$ such that $U \xrightarrow{a_n} U'$ and $T' \parallel U'$.

Then, from repeated use of Prop. A.5 and A.4, we derive that there exists $\emptyset \in \text{GLoc}$ such that $(j, \emptyset) \in \text{ssmap}(U')_a$ and $\text{sn}(U) \xrightarrow{a_n} \text{sn} \text{sn}(U')$. Moreover, we derive $\text{ssmap}(U')_a = \text{ssmap}(U)_a \circ i$ and $\forall b \in A, b \neq a. \text{ssmap}(U')_b = \text{ssmap}(U)_b$.

Since, from the definition of $\text{sn}(\mathcal{B})$, we know that $\forall a \in A. \text{dom}(\text{ssmap}(T)_a) = \text{dom}(\text{ssmap}(U')_a)$, from the relationship between $\text{ssmap}(T')$ and $\text{ssmap}(T)$, and the relationship between $\text{ssmap}(U')$ and
\(ssmap(U)\) that we derived, we have: \(\forall a \in A. \text{dom}(ssmap(T'_a)) = \text{dom}(ssmap(U'_a))\) and \(H(T', U') = H(T, U) - \{(a : (\emptyset, \emptyset'))\}\). Therefore, by definition of \(\text{sn}(B)\), we have that, defined \(t' = \text{sn}(U')\), \((s', t') \in \text{sn}(B)_{H - \{(a : (\emptyset, \emptyset'))\}}\).

4. If \(\text{sn}(T) \xrightarrow{\tau} \text{sn}(s')\) then, from Prop. A.6 and A.4, we have that there exists \(T' \in BL_{s,CR}\), with \(s' = \text{sn}(T')\), such that \(T \xrightarrow{\tau} T'\) and \(ssmap(T') = ssmap(T)\).

Since, from the definition of \(\text{sn}(B)\) we know that \(T \mathrel{\mathcal{B}} U\), from the definition of weak bisimulation \([122]\) we derive that there exists \(U' \in BL_{s,CR}\) such that \(U \xrightarrow{\epsilon} U'\) and \(T' \mathrel{\mathcal{B}} U'\).

Then, from repeated use of Prop. A.5 and A.4, we derive that \(\text{sn}(U) \xrightarrow{\epsilon} \text{sn}(U')\) and \(ssmap(U') = ssmap(U)\).

Since, from the definition of \(\text{sn}(B)\), we know that \(\forall a \in A. \text{dom}(ssmap(T'_a)) = \text{dom}(ssmap(U'_a))\), we have \(\forall a \in A. \text{dom}(ssmap(T'_a)) = \text{dom}(ssmap(U'_a))\). Moreover \(H(T', U') = H(T, U)\). Therefore, by definition of \(\text{sn}(B)\), we have that, defined \(t' = \text{sn}(U')\), \((s', t') \in \text{sn}(B)_{H}\).

\[\square\]

**Definition A.17** Let \(B = \{B_H \subseteq \Sigma_R \times \Sigma_R \mid H \in \mathcal{H}\}\) be a weak ST bisimulation family. The corresponding binary relation \(s(B) \subseteq BL_{s,CR} \times BL_{s,CR}\) among states of a stack technique ST semantic model is defined as follows:

\(s(B) = \{(T, U) \in BL_{s,CR} \times BL_{s,CR} \mid (\forall a \in A. \text{dom}(ssmap(T'_a)) = \text{dom}(ssmap(U'_a))) \land \text{sn}(T) \mathrel{\mathcal{B}} H(T, U) \land \text{sn}(U)\}\)

**Lemma A.4** Given a weak ST bisimulation family \(B = \{B_H \subseteq \Sigma_R \times \Sigma_R \mid H \in \mathcal{H}\}\), we have that \(s(B)\) is a weak bisimulation \([122]\).

**Proof:** First of all let us observe that \(s(B)\) is a symmetric binary relation because \(B\) is a symmetric \(\mathcal{H}\)-indexed family of binary relations.

Supposed that \((T, U) \in s(B)\) we show that:

\(T \xrightarrow{\theta} T'\) implies \(\exists U' \in BL_{s,CR}. U \xrightarrow{\hat{\theta}} U' \land (T', U') \in s(B)\)

where \(\hat{\theta} = \theta\) if \(\theta \in STA_s\) and \(\hat{\theta} = \epsilon\) if \(\theta = \tau\) \([122]\).

We have three cases depending on whether \(\theta\) is an action start, an action termination or a silent transition:

- If \(T \xrightarrow{a^+} T'\) then, from Prop. A.5 and A.4, we have that there exists \(\emptyset \in GLoc\) such that \(\text{sn}(T) \xrightarrow{a^+} \text{sn}(T')\). Moreover, we have \(ssmap(T'_a) = \emptyset \text{ssmap}(T'_a)\), with \(\emptyset \notin \text{range}(\text{ssmap}(T'_a))\), and \(\forall b \in A, b \neq a. ssmap(T'_b) = ssmap(T)_b\).

Since, from the definition of \(s(B)\), we know that \(\text{sn}(T) \mathrel{B_{H(T, U)}} \text{sn}(U)\), from the definition of weak ST bisimulation family we derive that there exist \(s \in \Sigma_R\) and \(\emptyset' \in GLoc\) such that \(\text{sn}(U) \xrightarrow{a\emptyset'} \text{sn}(s)\) and \(\text{sn}(T') \mathrel{B_{H(T, U)} \cup \{a : (\emptyset, \emptyset')\}} \text{sn}(s)\).
Then, from repeated use of Prop. A.6 and A.4, we derive that there exists \( U' \in BL_{s,CR} \), with \( s = sn(U') \), such that \( U \xrightarrow{a_i}^+ U' \). Moreover, we derive \( \text{ssmap}(U')_a = @ \text{ssmap}(U)_a \), with \( @' \notin \text{range}(\text{ssmap}(T)_a) \), and \( \forall b \in A, b \neq a. \text{ssmap}(U')_b = \text{ssmap}(U)_b \).

Since, from the definition of \( s(B) \), we know that \( \forall a \in A. \text{dom}(\text{ssmap}(T)_a) = \text{dom}(\text{ssmap}(U)_a) \), from the relationship between \( \text{ssmap}(T') \) and \( \text{ssmap}(T) \), and the relationship between \( \text{ssmap}(U') \) and \( \text{ssmap}(U) \) that we derived, we have: \( \forall a \in A. \text{dom}(\text{ssmap}(T'_a)) = \text{dom}(\text{ssmap}(U'_a)) \) and \( H(T', U') = H(T, U) \cup \{ a : (\@, @') \} \). Therefore \( sn(T') \mathcal{B}_{H(T', U')} sn(U') \) and, by definition of \( s(B) \), we have \((T', U') \in s(B)\).

- If \( T \xrightarrow{a_i} T' \) then, from Prop. A.5 and A.4, we have that there exists \( @ \in G\text{Loc} \) such that \( (i, @) \in \text{ssmap}(T)_a \) and \( sn(T) \xrightarrow{a_i} sn(T') \). Moreover, we have \( \text{ssmap}(T'_a) = \text{ssmap}(T)_a \ominus i \) and \( \forall b \in A, b \neq a. \text{ssmap}(T'_b) = \text{ssmap}(T)_b \).

Since, from the definition of \( s(B) \), we know that \( sn(T) \mathcal{B}_{H(T, U)} sn(U) \), from the definition of weak ST bisimulation family we derive that there exist \( s \in \Sigma_R \) and \( @' \in G\text{Loc} \), with \( a : (\@, @') \in H(T, U) \), such that \( sn(U) \xrightarrow{a_i} sn \) and \( sn(T') \mathcal{B}_{H(T, U)} \{ a : (\@, @') \} \).

Then, from repeated use of Prop. A.6 and A.4, we derive that there exist \( j \in \mathbb{N}^+ \) and \( U' \in BL_{s,CR} \), with \( s = sn(U') \), such that \( (j, @') \in \text{ssmap}(U)_a \) and \( U \xrightarrow{a_i} U' \). Moreover, we derive \( \text{ssmap}(U')_a = \text{ssmap}(U)_a \ominus j \) and \( \forall b \in A, b \neq a. \text{ssmap}(U')_b = \text{ssmap}(U)_b \).

Since \( a : (\@, @') \in H(T, U) \), from \( (i, @) \in \text{ssmap}(T)_a \) and \( (j, @') \in \text{ssmap}(U)_a \) we derive \( i = j \). Moreover, since from the definition of \( s(B) \), we know that \( \forall a \in A. \text{dom}(\text{ssmap}(T'_a)) = \text{dom}(\text{ssmap}(U'_a)) \), from the relationship between \( \text{ssmap}(T') \) and \( \text{ssmap}(T) \), and the relationship between \( \text{ssmap}(U') \) and \( \text{ssmap}(U) \) that we derived, we have: \( \forall a \in A. \text{dom}(\text{ssmap}(T'_a)) = \text{dom}(\text{ssmap}(U'_a)) \) and \( H(T', U') = H(T, U) \cup \{ a : (\@, @') \} \). Therefore \( sn(T') \mathcal{B}_{H(T', U')} sn(U') \) and, by definition of \( s(B) \), we have \((T', U') \in s(B)\).

- If \( T \xrightarrow{\tau} T' \) then, from Prop. A.5 and A.4, we have that \( sn(T) \xrightarrow{\tau} sn(T') \) and \( \text{ssmap}(T') = \text{ssmap}(T) \).

Since, from the definition of \( s(B) \), we know that \( sn(T) \mathcal{B}_{H(T, U)} sn(U) \), from the definition of weak ST bisimulation family we derive that there exists \( s \in \Sigma_R \) such that \( sn(U) \xrightarrow{\epsilon} s \) and \( sn(T') \mathcal{B}_{H(T, U)} s \).

Then, from repeated use of Prop. A.6 and A.4, we derive that there exists \( U' \in BL_{s,CR} \), with \( s = sn(U') \), such that \( U \xrightarrow{\epsilon} U' \) and \( \text{ssmap}(U') = \text{ssmap}(U) \).

Since from the definition of \( s(B) \), we know that \( \forall a \in A. \text{dom}(\text{ssmap}(T)_a) = \text{dom}(\text{ssmap}(U)_a) \), we have \( \forall a \in A. \text{dom}(\text{ssmap}(T'_a)) = \text{dom}(\text{ssmap}(U'_a)) \). Moreover \( H(T', U') = H(T, U) \). Therefore \( sn(T') \mathcal{B}_{H(T', U')} sn(U') \) and, by definition of \( s(B) \), we have \((T', U') \in s(B)\).

The proof of Theorem 3.10, i.e. given \( P, Q \in BL_C \) we have \( P \simeq_s Q \) if and only if \( P \simeq_{sn} Q \), is now straightforward.
Proof: [of Theorem 3.10]

Proof of “⇒” Let us suppose that \( \langle P, \emptyset \rangle \xrightarrow{a_0^+} \Delta \) in \( \approx_{sn, \{a : (a, a')\}} \).

From Prop. A.6 and A.4, we have that there exists \( T \in \mathcal{B}_{s,CR} \), with \( s = \text{sn}(T) \), such that \( P \xrightarrow{a^+} T \).

Moreover, we have \( \text{ssmap}(T)_a = \{(1, @)\} \) and \( \forall b \in A, b \neq a. \text{ssmap}(T)_b = \emptyset \).

From the definition of observational congruence [122] we derive that there exists \( U \in \mathcal{B}_{s,CR} \) such that \( Q \xrightarrow{a^+} U \) and \( (T, U) \in \approx_s \), where \( \approx_s \) denotes weak bisimulation equivalence [122], hence there exists a weak bisimulation \( B \) such that \( TBU \).

Then, from repeated use of Prop. A.5 and A.4, we derive that there exists \( @' \in \mathcal{GLoc} \) such that \( Q \xrightarrow{a_0^+} \Delta \text{sn}(U) \). Moreover, we derive \( \text{ssmap}(U)_a = \{(1, @')\} \) and \( \forall b \in A, b \neq a. \text{ssmap}(U)_b = \emptyset \).

Finally, since we have \( \forall a \in A. \text{dom}(\text{ssmap}(T)_a) = \text{dom}(\text{ssmap}(U)_a) \) and \( H(T, U) = \{a : (\emptyset, @')\} \), \( \text{sn}(B) \) is a weak ST bisimulation family such that, defined \( t = \text{sn}(U), (s, t) \in \text{sn}(B)_{\{a : (a, a')\}} \), hence \( (s, t) \in \approx_{sn, \{a : (a, a')\}} \).

In the case of a start move of \( \langle Q, \emptyset \rangle \) or a silent move of \( \langle P, \emptyset \rangle \) or \( \langle Q, \emptyset \rangle \) the proof is similar.

Proof of “⇐” Let us suppose that \( P \xrightarrow{a^+} T \). We have to show that \( \exists U \in \mathcal{B}_{s,CR}. Q \xrightarrow{a^+} U \land (T, U) \in \approx_s \), where \( \approx_s \) denotes weak bisimulation equivalence [122].

From Prop. A.5 and A.4, we have that there exists \( @ \in \mathcal{GLoc} \) such that \( \langle P, \emptyset \rangle \xrightarrow{a_0^+} \Delta \text{sn}(T) \). Moreover, we have \( \text{ssmap}(T)_a = \{(1, @)\} \) and \( \forall b \in A, b \neq a. \text{ssmap}(T)_b = \emptyset \).

From the definition of (static name) observational ST congruence we derive that there exist \( s \in \Sigma_R \) and \( @' \in \mathcal{GLoc} \) such that \( \langle Q, \emptyset \rangle \xrightarrow{a_0^+} \Delta \text{sn}(s) \) and \( \text{sn}(T), s \in \approx_{sn, \{a : (a, a')\}} \), hence there exists a weak ST bisimulation family \( B = \{B_H \in \Sigma_R \times \Sigma_R \mid H \in \mathcal{H} \} \) such that \( \text{sn}(T), s \in B_{\{a : (a, a')\}} \).

Then, from repeated use of Prop. A.6 and A.4, we derive that there exists \( U \in \mathcal{B}_{s,CR} \), with \( s = \text{sn}(U) \), such that \( Q \xrightarrow{a^+} U \). Moreover, we derive \( \text{ssmap}(U)_a = \{(1, @')\} \) and \( \forall b \in A, b \neq a. \text{ssmap}(U)_b = \emptyset \).

Finally, since we have \( \forall a \in A. \text{dom}(\text{ssmap}(T)_a) = \text{dom}(\text{ssmap}(U)_a) \) and \( H(T, U) = \{a : (\emptyset, @')\} \), \( \text{sn}(T), s \in \approx_{sn, \{a : (a, a')\}} \) and \( s(B) \) is a weak bisimulation [122] such that \( (T, U) \in s(B) \), hence \( (T, U) \in \approx_s \).

In the case of a start move of \( Q \) or a silent move of \( P \) or \( Q \) the proof is similar. 

\( \square \)
Appendix B

Technical Machinery for Chapter 11

In this appendix we present the proofs of the three main results of Chapter 11: the consistency of the EMPA gr synchronization discipline with the cooperation structure model, the congruence property of $\sim_{MB}$, and the soundness and completeness of the axiomatization of $\sim_{MB}$ for nonrecursive process terms.

B.1 Consistency with the Cooperation Structure Model

In this section we will provide the proof of Theorem 11.2, showing that the synchronization discipline of EMPA gr is consistent with the cooperation structure model. Before presenting the proof we introduce some preliminary definitions and we prove some auxiliary lemmas.

Definition B.1 We define for all $E \in \mathcal{G}$ and $a \in \text{AType}$

$$AA(E,a) = \{ | <a,\tilde{\lambda}> \in \text{Act} | \exists E' \in \mathcal{G}, E \xrightarrow{a,\tilde{\lambda}} E' \land PL(\tilde{\lambda}) \geq 0 \}$$

$$PA(E,a) = \{ | <a,\tilde{\lambda}> \in \text{Act} | \exists E' \in \mathcal{G}, E \xrightarrow{a,\tilde{\lambda}} E' \land PL(\tilde{\lambda}) < 0 \}$$

which are the multisets of active resp. passive actions of type $a$ executable by a given EMPA gr term $E$. We then define for all multisets $PA$ of passive actions of the same type

$$PASelect(PA) = \{ | <a,\tilde{\lambda}> \in PA | \forall <a,\tilde{\mu}> \in PA. |PL(\tilde{\lambda})| \geq |PL(\tilde{\mu})| \}$$

$$TPAW(PA) = \sum \{|w| \exists l \in \mathbb{N}. <a,\ast_{l,w}> \in PA \}$$

which are the multiset of the passive actions of $PA$ at the highest priority level and the total weight of the passive actions of $PA$, respectively.

Definition B.2 We define functions

$$AMap : \mathcal{P}(\text{AType} \times (\text{CStructs} \cup \{\bot\} \times \text{CTrees}) \cup (\text{MAct} \times \{\bot\}))) \times \text{AType} \rightarrow \mathcal{M}(\text{Act})$$

$$PMap : \mathcal{P}(\text{AType} \times (\text{CStructs} \cup \{\bot\} \times \text{CTrees}) \cup (\text{MAct} \times \{\bot\}))) \times \text{AType} \rightarrow \mathcal{M}(\text{Act})$$

by letting
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(resp. passive actions of type \(a\)) which are mappings from a set of typed (possibly incomplete) cooperation structures to the multiset of active resp. passive actions of type \(a\) executable according to such a set.

\[
AMap(tcstructs, a) = \{ <a, \lambda> \in Act \mid \exists (a, (\sigma, \mu, CT)) \in tcstructs.
\]

\[
(CT = \perp \land \lambda = \tilde{\mu}) \lor
\exists S \in \text{Dom}(\lfloor CT \rfloor_{\text{awd}}). \tilde{\lambda} = \tilde{\mu} \cdot \frac{\lfloor CT \rfloor_{\text{awd}}(S)}{TW(\lfloor CT \rfloor_{\text{awd}})}
\]

\[
PMap(tcstructs, a) = \{ <a, \lambda> \in Act \mid \exists (a, (\perp, CT)) \in tcstructs.
\]

\[
\exists S \in \text{Dom}(\lfloor CT \rfloor_{\text{awd}}). \lambda = *\lfloor CT \rfloor_{\text{pri}}. \lfloor CT \rfloor_{\text{awd}}(S)
\]

which are mappings from a set of typed (possibly incomplete) cooperation structures to the multiset of active respectively passive actions of type \(a\) executable according to such a set.

\[\blacksquare\]

Lemma B.1 For all \(E \in \mathcal{G}\) and \(a \in \text{AType}\) the following holds:

1. If there exists \(CT \in CTrees\) such that \((a, (\perp, CT)) \in \lfloor E \rfloor_{\text{csn}}\), then \(CT\) is unique.
2. For all \(m \in MAct\) such that there exists \(CT \in CTrees \cup \{\perp\}\) such that \((a, (m, CT)) \in \lfloor E \rfloor_{\text{csn}},\ CT\) is unique.

**Proof:** An easy induction on the syntactical structure of \(E\), in which the definition of \(\lfloor E \rfloor_{\text{csn}}\) of Table 11.4 is considered and the use of locations is exploited.

\[\blacksquare\]

Lemma B.2 For all \(CT_1, CT_2 \in CTrees\)

\[
\lfloor CT_1 \lor CT_2 \rfloor_{\text{awd}} = \begin{cases}
\lfloor CT_1 \rfloor_{\text{awd}} \cup \lfloor CT_2 \rfloor_{\text{awd}} & \text{if } \lfloor CT_1 \rfloor_{\text{pri}} = \lfloor CT_2 \rfloor_{\text{pri}} \\
\lfloor CT_1 \rfloor_{\text{awd}} & \text{if } \lfloor CT_1 \rfloor_{\text{pri}} > \lfloor CT_2 \rfloor_{\text{pri}} \\
\lfloor CT_2 \rfloor_{\text{awd}} & \text{if } \lfloor CT_2 \rfloor_{\text{pri}} > \lfloor CT_1 \rfloor_{\text{pri}}
\end{cases}
\]

**Proof:** It follows by applying Def. 11.11 to \(\lfloor CT_1 \lor CT_2 \rfloor_{\text{awd}}, \lfloor CT_1 \rfloor_{\text{awd}},\) and \(\lfloor CT_2 \rfloor_{\text{awd}}\) above and by applying the definition of \(\lfloor CT_1 \lor CT_2 \rfloor_{\text{pwd}}\). In particular, in the first case above we exploit the fact that the processes associated with the leaves of \(CT_1 \lor CT_2\) are all distinct to observe that

\[
(\lfloor CT_1 \rfloor_{\text{pwd}} \cup \lfloor CT_2 \rfloor_{\text{pwd}})((\{\text{proc}(S_i) \mid 1 \leq i \leq n\}) =
\begin{cases}
\lfloor CT_1 \rfloor_{\text{pwd}}(\{\text{proc}(S_i) \mid 1 \leq i \leq n\}) & \text{if } \forall i \in \{1, \ldots, n\}, S_i \text{ subt } CT_1 \\
\lfloor CT_2 \rfloor_{\text{pwd}}(\{\text{proc}(S_i) \mid 1 \leq i \leq n\}) & \text{if } \forall i \in \{1, \ldots, n\}, S_i \text{ subt } CT_2 \\
\text{undefined} & \text{otherwise}
\end{cases}
\]

\[\blacksquare\]

Lemma B.3 For all \(CT_1, CT_2 \in CTrees\)

\[
\lfloor CT_1 \land CT_2 \rfloor_{\text{awd}} = \{(sacts_1 \cup sacts_2, TW(\lfloor CT_1 \rfloor_{\text{awd}}) \cdot TW(\lfloor CT_2 \rfloor_{\text{awd}}) \cdot N_{CT_1, CT_2}) \mid (sacts_1, w_1) \in \lfloor CT_1 \rfloor_{\text{awd}} \land (sacts_2, w_2) \in \lfloor CT_2 \rfloor_{\text{awd}}\}
\]

**Proof:** Let us preliminarily observe that for all \(CT \in CTrees\) we have

\[
TW(\lfloor CT \rfloor_{\text{pwd}}) = TW(\lfloor CT \rfloor_{\text{awd}})
\]
and \( \{\text{proc}(S_i) \mid 1 \leq i \leq n\}, w\} \in [[CT_\text{pwd}]] \iff \{\{\alpha, *_{i,w_i} > \in S_i \mid 1 \leq i \leq n \land l_i = \max\{l' \mid \alpha, *_{i,w_i}' > \in S_i\}\}, w \cdot \prod_{1 \leq i \leq n} \sum_{w': \alpha, *_{i,w_i}' > \in S_i, \alpha = l_i} w\prime\} \in [[CT_\text{awd}]] \) whenever \( S_i, 1 \leq i \leq n \), are distinct subterms of \( CT \).

By applying Def. 11.11 and the definition of \([CT_1 \land CT_2]_{\text{pwd}}\), we get

\[
[CT_1 \land CT_2]_{\text{awd}} =
\]

\[
= \{\{\{\alpha, *_{i,w_i} > \mid 1 \leq i \leq n\}, w\} \mid \exists S_1, \ldots, S_n \text{ sub } CT_1 \land CT_2, \\
(\forall i, j \in \{1, \ldots, n\}. i \neq j \implies S_i \neq S_j) \land \\
(\forall i \in \{1, \ldots, n\}. \alpha, *_{i,w_i} > \in S_i \land l_i = \max\{l \mid \alpha, *_{i,w_i} > \in S_i\}) \land \\
w = [CT_1 \land CT_2]_{\text{pwd}}(\{\text{proc}(S_i) \mid 1 \leq i \leq n\}) \cdot \prod_{1 \leq i \leq n} \sum_{w: \alpha, *_{i,w_i} > \in S_i, \alpha = l_i} w\}
\]

\[
= \{\{\{\alpha, *_{i,w_i} > \mid 1 \leq i \leq n\}, w\} \mid \exists S_1, \ldots, S_n \text{ sub } CT_1 \land CT_2, \exists w_1', w_2' \in \mathbb{R}_+.
\]

\[
(\forall i, j \in \{1, \ldots, n\}. i \neq j \implies S_i \neq S_j) \land \\
(\forall i \in \{1, \ldots, n\}. \alpha, *_{i,w_i} > \in S_i \land l_i = \max\{l \mid \alpha, *_{i,w_i} > \in S_i\}) \land \\
(\{\text{proc}(S_i) \mid \text{sub } CT_1\}, w_1') \in [[CT_1]]_{\text{pwd}} \land \\
(\{\text{proc}(S_i) \mid \text{sub } CT_2\}, w_2') \in [[CT_2]]_{\text{pwd}},
\]

\[
w = \frac{w_1'}{TW([CT_1]_{\text{pwd}})} \cdot \frac{w_2'}{TW([CT_2]_{\text{pwd}})} \cdot N_{CT_1,CT_2},
\]

\[
\frac{w_1'}{TW([CT_1]_{\text{pwd}})} \cdot \frac{w_2'}{TW([CT_2]_{\text{pwd}})} \cdot N_{CT_1,CT_2} | \\
\left\{ \{\alpha, *_{i,w_i} > \in S_i \mid 1 \leq i \leq n\}, w_1' \cdot \prod_{1 \leq i \leq n} \sum_{w: \alpha, *_{i,w_i} > \in S_i, \alpha = l_i} w\prime\} \in [[CT_1]]_{\text{awd}} \land \\
\{\{\alpha, *_{i,w_i} > \in S_i \mid n_1 + 1 \leq i \leq n_2\}, w_2' \cdot \prod_{i=n_1+1}^{n_2} \sum_{w: \alpha, *_{i,w_i} > \in S_i, \alpha = l_i} w\prime\} \in [[CT_2]]_{\text{awd}} \right\}
\]

We are now in a position to present the proof of Theorem 11.2.

**Proof of Theorem 11.2** The definitions above allow us to simply rephrase the theorem as follows. For all \( E \in \mathcal{G} \) and \( a \in \text{AType} \) the following equations must hold:

\[
AA(E, a) = AMap([[E]_{\text{cmn}}], a)
\]

\[
PA(E, a) = PMap([[E]_{\text{cmn}}], a)
\]

We prove the correctness of both equations by induction on the structure of terms \( E \in \mathcal{G} \). We have two base steps.
• If \( E \equiv 0 \), then we have \( AA(0, a) = \emptyset \) and also \( AMap([0]_{\text{csm}}, a) = \emptyset \), since \([0]_{\text{csm}} = \emptyset \). The same holds for the second equation.

• If \( E \equiv <b, \tilde{\lambda}^\prime>.E_1 \), then we have two cases.

  - If \( PL(\tilde{\lambda}^\prime) \geq 0 \), then the first equation has the following structure.
    * If \( a \equiv b \) then \( AA(<b, \tilde{\lambda}^\prime>.E_1, b) = \emptyset \) and also \( AMap([\emptyset]_{\text{csm}}, a) = \emptyset \), since \([<b, \tilde{\lambda}^\prime>.E_1]_{\text{csm}} = \emptyset \) and also the righthand multiset of such an equation turns out to be empty.

  - If \( \tilde{\lambda}^\prime = *_{l,w} \), then for the first equation we have that \( PA(<b, *_{l,w}>.E_1, a) = \emptyset \) and also the righthand multiset of such equation turns out to be empty.

The second equation has the following structure.

  * If \( a \equiv b \) then \( PA(<b, *_{l,w}>.E_1, b) = \emptyset \) and also the righthand multiset of the second equation turns out to be \( \emptyset \).

  * If \( a \not\equiv b \) then \( PA(<b, \tilde{\lambda}^\prime>.E_1, a) = \emptyset \) and also the righthand multiset of the second equation turns out to be empty.

The inductive steps are the following ones.

• If \( E \equiv E_1/L \), then the first equation has the following structure.

  - If \( a \not\in L \cup \{\tau\} \) then we have \( AA(E_1/L, a) = AA(E_1, a) \). From the definition of \([E_1/L]_{\text{csm}} \) it immediately derives that \( AMap([E_1/L]_{\text{csm}}, a) = AMap([E_1]_{\text{csm}}, a) \), hence the first equation derives from the induction hypothesis.

  - If \( a \in L \) then we have \( AA(E_1/L, a) = \emptyset \) and also \( AMap([E_1/L]_{\text{csm}}, a) = \emptyset \).

  - If \( a \equiv \tau \) then we have:
    \[
    AA(E_1/L, \tau) = \emptyset \]
    By applying the induction hypothesis we have that:
    \[
    AA(E_1/L, \tau) = \emptyset \]
    \[
    \exists b \in L \cup \{\tau\}.<b, \tilde{\lambda}^\prime> \in AA(E_1, b) \]
    \[
    \exists (b, <\sigma, \tilde{\mu}, CT>) \in [E]_{\text{csm}}.\]
    \[
    (CT = \bot \land \tilde{\lambda} = \tilde{\mu}) \lor \exists S \in \text{Dom}([CT]_{\text{awd}}).\]
    \[
    \tilde{\lambda} = \tilde{\mu} \cdot \frac{[CT]_{\text{awd}(S)}}{TW([CT]_{\text{awd}})} \]

As far as the second equation is concerned, we have that \( PA(<b, \tilde{\lambda}^\prime>.E_1, a) = \emptyset \) and also the righthand multiset of such an equation turns out to be empty.
On the other hand, from the definition of $[E_1/L]_{csm}$, we have that:

$$AMap([E_1/L]_{csm}, \tau) = \emptyset \left< \tau, \tilde{\lambda} \right> \in Act \mid \exists b \in L \cup \{\tau\}. \exists (b, (\langle \sigma, \tilde{\mu} \rangle, CT)) \in [E]_{csm}. \quad (CT = \bot \land \tilde{\lambda} = \tilde{\mu}) \lor \exists S \in \text{Dom}([CT]_{awd}). \quad \tilde{\lambda} = \tilde{\mu} \cdot \frac{\text{csm}(S)}{\text{TW}([CT]_{awd})}$$

This multiset is the same multiset we derived for $AA(E_1/L, \tau)$.

The second equation has the following structure.

- If $a \notin L \cup \{\tau\}$ then we have $PA(E_1/L, a) = PA(E_1, a)$. From the definition of $[E_1/L]_{csm}$ it immediately derives that $PMap([E_1/L]_{csm}, a) = PMap([E_1]_{csm}, a)$, hence the first equation derives from the induction hypothesis.

- If $a \in L$ then we have $PA(E_1/L, a) = \emptyset$ and also $PMap([E_1/L]_{csm}, a) = \emptyset$.

- If $a \equiv \tau$ then we have, similarly to the case of active actions:

$$PA(E_1/L, \tau) = \emptyset \left< \tau, \tilde{\lambda} \right> \in Act \mid \exists b \in L \cup \{\tau\}. \left< b, \tilde{\lambda} \right> \in PA(E_1, b) \emptyset$$

By applying the induction hypothesis we have that:

$$PA(E_1/L, \tau) = \emptyset \left< \tau, \tilde{\lambda} \right> \in Act \mid \exists b \in L \cup \{\tau\}. \exists (b, (\langle \sigma, \tilde{\mu} \rangle, CT)) \in [E]_{csm}. \quad \exists S \in \text{Dom}([CT]_{awd}). \quad \tilde{\lambda} = \tilde{\mu} \cdot \frac{\text{csm}(S)}{\text{TW}([CT]_{awd})}$$

On the other hand, from the definition of $[E_1/L]_{csm}$, we have that:

$$PMap([E_1/L]_{csm}, a) = \emptyset \left< \tau, \tilde{\lambda} \right> \in Act \mid \exists (b, (\langle \sigma, \tilde{\mu} \rangle, CT)) \in [E_1]_{csm} \land \exists S \in \bigcup_{b \in L \cup \{\tau\}} \text{Dom}([CT]_{awd}). \quad \tilde{\lambda} = \tilde{\mu} \cdot \frac{\text{csm}(S)}{\text{TW}([CT]_{awd})}$$

It is trivial to see that this multiset is equal to the multiset we derived for $PA(E_1/L, \tau)$.

- If $E \equiv E_1[\varphi]$, then for the first equation we have that, for all $a \in \text{AType}$:

$$AA(E_1[\varphi], a) = \emptyset \left< a, \tilde{\lambda} \right> \in Act \mid \exists b \in \text{AType}. \varphi(b) = a \land \left< b, \tilde{\lambda} \right> \in AA(E_1, b) \emptyset$$

By applying the induction hypothesis we have that, for all $a \in \text{AType}$:

$$AA(E_1[\varphi], a) = \emptyset \left< a, \tilde{\lambda} \right> \in Act \mid \exists b \in \text{AType}. \varphi(b) = a \land \exists (b, (\langle \sigma, \tilde{\mu} \rangle, CT)) \in [E]_{csm}. \quad (CT = \bot \land \tilde{\lambda} = \tilde{\mu}) \lor \exists S \in \text{Dom}([CT]_{awd}). \quad \tilde{\lambda} = \tilde{\mu} \cdot \frac{\text{csm}(S)}{\text{TW}([CT]_{awd})}$$
On the other hand, from the definition of $\llbracket E_1[\varphi] \rrbracket_{csm}$, we have that, for all $a \in AType$:

$$AMap(\llbracket E_1[\varphi] \rrbracket_{csm}, a) = \{ \langle a, \bar{\lambda} \rangle \in Act \mid \exists b \in AType. \varphi(b) = a \land \exists (b, (\bot, CT)) \in [E]_{csm}. \}
$$

$$\exists S \in Dom([CT]_{awd}).
\lambda = \bar{\mu} \cdot \frac{[CT]_{awd}(S)}{TW([CT]_{awd})} \}
$$

This multiset is the same multiset we derived for $AA(E_1[\varphi], a)$.

As far as the second equation is concerned we have that, similarly to the case of active actions, for all $a \in AType$:

$$PA(E_1[\varphi], a) = \{ \langle a, \bar{\lambda} \rangle \in Act \mid \exists b \in AType. \varphi(b) = a \land \langle b, \bar{\lambda} \rangle \in PA(E_1, b) \}
$$

By applying the induction hypothesis we have that, for all $a \in AType$:

$$PA(E_1[\varphi], a) = \{ \langle a, \bar{\lambda} \rangle \in Act \mid \exists b \in AType. \varphi(b) = a \land \exists (b, (\bot, CT)) \in [E]_{csm}. \}
$$

$$\exists S \in Dom([CT]_{awd}).
\bar{\lambda} = *_{[CT]_{awd}}([CT]_{awd}(S)) \}
$$

On the other hand, from the definition of $\llbracket E_1[\varphi] \rrbracket_{csm}$, we have that, for all $a \in AType$:

$$PMap(\llbracket E_1[\varphi] \rrbracket_{csm}, a) = \{ \langle a, \bar{\lambda} \rangle \in Act \mid (\exists b \in AType. \varphi(b) = a \land \exists (b, (\bot, CT)) \in [E_1]_{csm} \land \exists S \in \cup_{\exists b \in AType. \varphi(b) = a \land \exists (b, (\bot, CT)) \in [E_1]_{csm}} Dom([CT]_{awd}).
\bar{\lambda} = *_{[CT]_{awd}}([CT]_{awd}(S)) \}
$$

It is trivial to see that this multiset is equal to the multiset we derived for $PA(E_1[\varphi], a)$.

- If $E \equiv E_1 + E_2$, then for the first equation we have that, for all $a \in AType$:

$$AA(E_1 + E_2, a) = AA(E_1, a) \oplus AA(E_2, a)
$$

By applying the induction hypothesis we have that, for all $a \in AType$:

$$AA(E_1 + E_2, a) = AMap(E_1, a) \oplus AMap(E_2, a)
$$

On the other hand, from the definition of $\llbracket E_1 + E_2 \rrbracket_{csm}$, we have that, for all $a \in AType$:

$$AMap(\llbracket E_1 + E_2 \rrbracket_{csm}, a) = \{ \langle a, \bar{\lambda} \rangle \in Act \mid \exists (a, (\sigma, \bar{\mu}, CT)) \in [E_1]_{csm}. \}
$$

$$\exists S \in Dom([CT]_{awd}).
\bar{\lambda} = \bar{\mu} \cdot \frac{[CT]_{awd}(S)}{TW([CT]_{awd})} \}
$$

$$\exists (a, (\sigma, \bar{\mu}, CT)) \in [E_1]_{csm}. \}
$$

$$\exists S \in Dom([CT]_{awd}).
\bar{\lambda} = \bar{\mu} \cdot \frac{[CT]_{awd}(S)}{TW([CT]_{awd})} \}
$$
Since function $Upd$ modifies a tree $\text{CT}$ only by relabeling the names of the activities in its leaves, the weights returned by $[Upd(\text{CT},+\lambda)]_{awd}$ are the same as those returned by $[\text{CT}]_{awd}$. Therefore this multiset is equal to the multiset we derived for $AA(E_1 + E_2)$.

As far as the second equation is concerned we have that, for all $a \in AType$:

$$PA(E_1 + E_2, a) = PASelect(PA(E_1, a) \oplus PA(E_2, a))$$

By applying the induction hypothesis we have that, for all $a \in AType$:

$$PA(E_1 + E_2, a) = PASelect(PMap(E_1, a) \oplus PMap(E_2, a))$$

On the other hand, we have that this multiset is equal to that obtained from $PMap([E_1 + E_2]_{csm}, a)$ by applying the definition of $[E_1 + E_2]_{csm}$. We preliminarily recall that the previous Lemma B.1 guarantees that there exists at most one tree $CT$ such that $(a, \langle \bot, CT \rangle) \in [E_i]_{csm}$ for $i \in \{1, 2\}$. We have three cases:

- If $\nexists CT_2 \in \text{CTrees}.(a, \langle \bot, CT_2 \rangle) \in [E_2]_{csm}$ then we have that $PA(E_1 + E_2, a) = PMap(E_1, a)$, since if $PMap(E_1, a)$ is not empty, then all its actions have the priority level $[CT_1]_{pri}$ of the unique tree $CT_1$ such that $(a, \langle \bot, CT_1 \rangle) \in [E_1]_{csm}$.

On the other hand, from the definition of $[E_1 + E_2]_{csm}$, we have that:

$$PMap([E_1 + E_2]_{csm}, a) = \emptyset$$

Since function $Upd$ only relabels the names of the activities in the leaves of a tree $CT$, we have that $[Upd(CT, +\lambda)]_{pri} = [CT]_{pri}$, and that the weights returned by $[Upd(CT, +\lambda)]_{awd}$ are the same as those returned by $[CT]_{awd}$. Therefore this multiset is equal to the multiset we derived for $PA(E_1 + E_2)$.

- If $\nexists CT_1 \in \text{CTrees}.(a, \langle \bot, CT_1 \rangle) \in [E_1]_{csm}$ then the proof is completely similar to the previous case.

- If $\exists CT_1 \in \text{CTrees}.(a, \langle \bot, CT_1 \rangle) \in [E_1]_{csm}$ and $\exists CT_2 \in \text{CTrees}.(a, \langle \bot, CT_2 \rangle) \in [E_2]_{csm}$ then we have two subcases for the structure of the second equation:

  * If $\nexists S_1, S_2, CT_1 = S_1 \land CT_2 = S_2$ then we have that:

    $$PMap([E_1 + E_2]_{csm}, a) = \emptyset$$

    $$\exists S \in Dom([Upd(CT_1, +\lambda) \lor Upd(CT_2, +\lambda)]_{awd}).$$

    $$\tilde{\lambda} = *[Upd(\text{CT}_1, +\lambda) \lor Upd(\text{CT}_2, +\lambda)]_{pri}, [Upd(\text{CT}_1, +\lambda) \lor Upd(\text{CT}_2, +\lambda)]_{awd}(S) \]$$

    Three subcases arise for the structure of the second equation depending on the priority levels
If \([\exists S \in \text{Dom}(\text{Act})] \) then \(PA(E_1 + E_2, a) = \text{PMap}(E_1, a)\), since the actions of \(\text{PMap}(E_1, a)\) have higher priority level than those of \(\text{PMap}(E_2, a)\).

As far as \(\text{PMap}([E_1 + E_2]_{\text{csm}}, a)\) is concerned, from Lemma B.2 we derive that \([\text{Upd}(CT_1, +✓) \cup \text{Upd}(CT_2, +✓)]_{\text{pri}} = \text{Dom}([\text{Upd}(CT_1, +✓) \cup \text{Upd}(CT_2, +✓)]_{\text{awd}})\). Therefore we obtain:

\[
\text{PMap}([E_1 + E_2]_{\text{csm}}, a) = \{ \langle a, \tilde{\lambda} \rangle \in \text{Act} | \exists (a, (\perp, CT_1)) \in [E_1]_{\text{csm}}.
\exists S \in \text{Dom}([\text{Upd}(CT_1, +✓)]_{\text{awd}}).
\tilde{\lambda} = \ast [\text{Upd}(CT_1, +✓)]_{\text{pri}}, \text{Upd}(CT_1, +✓)]_{\text{awd}(S)} \}
\]

Since relabeling does not change priorities and weights, this multiset is equal to the multiset we derived for \(PA(E_1 + E_2, a)\).

- If \([CT_1]_{\text{pri}} < [CT_2]_{\text{pri}}\) then the proof is completely similar to the previous subcase.

- If \([CT_1]_{\text{pri}} = [CT_2]_{\text{pri}}\) then \(PA(E_1 + E_2, a) = \text{PMap}(E_1, a) \oplus \text{PMap}(E_2, a)\), since all the actions of \(\text{PMap}(E_1, a)\) have the same priority level as those of \(\text{PMap}(E_2, a)\).

As far as \(\text{PMap}([E_1 + E_2]_{\text{csm}}, a)\) is concerned, from Lemma B.2 we derive that \([\text{Upd}(CT_1, +✓) \cup \text{Upd}(CT_2, +✓)]_{\text{pri}} = \text{Dom}([\text{Upd}(CT_1, +✓) \cup \text{Upd}(CT_2, +✓)]_{\text{awd}})\) and \(\text{Dom}([\text{Upd}(CT_1, +✓) \cup \text{Upd}(CT_2, +✓)]_{\text{awd}}) \cup \text{Dom}([\text{Upd}(CT_2, +✓)]_{\text{awd}})\). Therefore we obtain:

\[
\text{PMap}([E_1 + E_2]_{\text{csm}}, a) = \{ \langle a, \tilde{\lambda} \rangle \in \text{Act} | \exists (a, (\perp, CT_1)) \in [E_1]_{\text{csm}}.
\exists S \in \text{Dom}([\text{Upd}(CT_1, +✓)]_{\text{awd}}).
\tilde{\lambda} = \ast [\text{Upd}(CT_1, +✓)]_{\text{pri}}, \text{Upd}(CT_1, +✓)]_{\text{awd}(S)} \}
\]

Since relabeling does not change priorities and weights, this multiset is equal to the multiset we derived for \(PA(E_1 + E_2, a)\).

- If \(\exists S_1, S_2, CT_1 = S_1 \land CT_2 = S_2\) then we have that:

\[
\text{PMap}([E_1 + E_2]_{\text{csm}}, a) = \{ \langle a, \tilde{\lambda} \rangle \in \text{Act} | \exists (a, (\perp, S_1)) \in [E_1]_{\text{csm}}, \exists (a, (\perp, S_2)) \in [E_2]_{\text{csm}}.
\exists S \in \text{Dom}([\text{Upd}(S_1, +✓) \cup \text{Upd}(S_2, +✓)]_{\text{awd}}).
\tilde{\lambda} = \ast [\text{Upd}(S_1, +✓)]_{\text{pri}}, \text{Upd}(S_1, +✓)]_{\text{awd}(S)} \cup [\text{Upd}(S_2, +✓)]_{\text{awd}(S)} \}
\]

Three subcases arise for the structure of the second equation depending on the priority levels \([S_1]_{\text{pri}}\) and \([S_2]_{\text{pri}}\), which are completely similar to the three subcases of the previous case, with the only difference that \(\text{Upd}(S_1, +✓) \cup \text{Upd}(S_2, +✓)\) must be considered instead of \(\text{Upd}(CT_1, +✓) \cup \text{Upd}(CT_2, +✓)\).
• If $E \equiv E_1 \parallel S E_2$, then the first equation has the following structure.

  - If $a \notin S$ then we have:

    $$AA(E_1 \parallel S E_2, a) = AA(E_1, a) \oplus AA(E_2, a)$$

    By applying the induction hypothesis we have that:

    $$AA(E_1 \parallel S E_2, a) = AMap(E_1, a) \oplus AMap(E_2, a)$$

  On the other hand, from the definition of $[E_1 \parallel S E_2]_{cs}$, we have that:

    $$AMap([E_1 \parallel S E_2]_{cs}, a) = \{<a, \tilde{\lambda}> \in Act \mid \exists (a, \langle \sigma, \tilde{\mu}, \text{CT} \rangle) \in [E_1]_{cs}.
    \langle \text{Upd}\text{(CT, }\parallel \text{)}\rangle = \bot \land \tilde{\lambda} = \tilde{\mu} \lor \exists S \in \text{Dom}([\text{Upd}\text{(CT, }\parallel \text{)}]_{awd}),
    \tilde{\lambda} = \tilde{\mu} \cdot \frac{\text{TPA}W([\text{Upd}\text{(CT, }\parallel \text{)}]_{awd}(S))}{w_2} \oplus
    \}$$

    Since function Upd modifies a tree CT only by relabeling the names of the activities in its leaves, the weights returned by $[\text{Upd}\text{(CT, }\parallel \text{)}]_{awd}$ are the same as those returned by $[\text{CT}]_{awd}$. Therefore this multiset is equal to the multiset we derived for $AA(E_1 \parallel S E_2)$.

  - If $a \in S$ then we have:

    $$AA(E_1 \parallel S E_2, a) = \{<a, \tilde{\gamma}> \in Act \mid \exists(a, \tilde{\lambda}_1) \in AA(E_1, a).
    \exists(a, *_{t_2, w_2}) \in PA(E_2, a).
    \tilde{\gamma} = \tilde{\lambda}_1 \cdot w_2 / \text{TPA}W(PA(E_2, a)) \oplus
    \}$$

    By applying the induction hypothesis (considering both equations) we have that:
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\[ \text{AA}(E_1 \parallel S E_2, a) = \langle a, \bar{\gamma} \rangle \in \text{Act} \mid \exists (a, \langle \sigma, \mu \rangle, \overline{CT}_1) \in [E_1]_{\text{csm}}. \]

\[ \exists S_2 \in \text{Dom}([CT_2]_{\text{awd}}). \]

\[ (\overline{CT}_1 = \bot \land \bar{\gamma} = \mu \cdot \frac{[CT_2]_{\text{awd}}(S_2)}{TW([CT_2]_{\text{awd}})} \lor \]

\[ \exists S_1 \in \text{Dom}([CT_1]_{\text{awd}}). \]

\[ \bar{\gamma} = \mu \cdot \frac{[CT_1]_{\text{awd}}(S_1)}{TW([CT_1]_{\text{awd}})} \cdot \frac{[CT_2]_{\text{awd}}(S_2)}{TW([CT_2]_{\text{awd}})} \] \]

We observe that it is not possible that \( Upd(\overline{CT}_1, \|/\|) \Delta Upd(CT_2, \|\|) = \bot \land \bar{\lambda} = \hat{\mu} \lor \)

\[ \exists S \in \text{Dom}([CT_1]_{\text{awd}}) \cdot [CT_2]_{\text{awd}}(S). \]

\[ \bar{\lambda} = \hat{\mu} \cdot \frac{[Upd(CT_1, \|/\|) \Delta Upd(CT_2, \|\|)]_{\text{awd}}(S)}{TW([Upd(CT_1, \|/\|) \Delta Upd(CT_2, \|\|)]_{\text{awd}})} \] \]

We now rewrite the multiset above by dividing the two cases \( \overline{CT}_1 = \bot \) and \( \overline{CT}_1 \neq \bot \) (and similarly in the second part of the multiset for \( \overline{CT}_2 \)) we have:

\[ \frac{[CT_1]_{\text{awd}}(S_1) \cdot [CT_2]_{\text{awd}}(S_2)}{N_{CT_1, CT_2}} \cdot \frac{N_{CT_1, CT_2}}{TW([CT_1]_{\text{awd}})} = \frac{[CT_1]_{\text{awd}}(S_1)}{TW([CT_1]_{\text{awd}})} \cdot \frac{[CT_2]_{\text{awd}}(S_2)}{TW([CT_2]_{\text{awd}})} \]
As far as the second equation is concerned, it has the following structure:

If \( i \) for \( \langle \sigma, \mu, \mathcal{CT}_1 \rangle \in [E_1]_{\text{csm}} \), we have that this multiset is equal to that obtained from \( \langle \sigma, \mu, \mathcal{CT}_2 \rangle \) by applying the definition of \( E \). On the other hand, we have that this multiset is equal to that we obtained for \( PA(E_1 || S E_2, a) \).

This multiset is equal to that we obtained for \( AA(E_1 || S E_2, a) \).

As far as the second equation is concerned, it has the following structure:

- If \( a \notin S \) then we have:

\[
PA(E_1 || S E_2, a) = PASelect(PA(E_1, a) \oplus PA(E_2, a))
\]

By applying the induction hypothesis we have that:

\[
PA(E_1 || S E_2, a) = PASelect(PMap(E_1, a) \oplus PMap(E_2, a))
\]

On the other hand, we have that this multiset is equal to that obtained from \( PMap([E_1 || S E_2]_{\text{csm}}, a) \) by applying the definition of \( [E_1 || S E_2]_{\text{csm}} \). We preliminarily recall that the previous Lemma B.1 guarantees that there exists at most one tree \( CT \) such that \( (a, \langle \perp, CT \rangle) \in [E_1]_{\text{csm}} \) for \( i \in \{1, 2\} \). We have three cases:

* If \( \nexists CT_2 \in CTrees.(a, \langle \perp, CT_2 \rangle) \in [E_2]_{\text{csm}} \) then we have that \( PA(E_1 || S E_2, a) = PMap(E_1, a) \), since if \( PMap(E_1, a) \) is not empty, then all its actions have the priority level \( [CT_1]_{\text{pri}} \) of the unique tree \( CT_1 \) such that \( (a, \langle \perp, CT_1 \rangle) \in [E_1]_{\text{csm}} \).

On the other hand, from the definition of \( [E_1 || S E_2]_{\text{csm}} \), we have that:

\[
PMap([E_1 || S E_2]_{\text{csm}}, a) = \{ \langle a, \lambda \rangle \in Act \mid \exists S \in Dom([Upd(CT, \parallel)_{\text{awd}}]) \}
\]

Since function \( Upd \) only relabels the names of the activities in the leaves of a tree \( CT \), we have that \( [Upd(CT, \parallel)]_{\text{pri}} = [CT]_{\text{pri}} \), and that the weights returned by \( [Upd(CT, \parallel)]_{\text{awd}} \) are the same as those returned by \( [CT]_{\text{awd}} \). Therefore this multiset is equal to the multiset we derived for \( PA(E_1 || S E_2) \).
If $\exists CT_1 \in CTrees.(a, ⟨⊥, CT_1⟩) \in [E_1]_{csm}$ then the proof is completely similar to the previous case.

* If $\exists CT_1 \in CTrees.(a, ⟨⊥, CT_1⟩) \in [E_1]_{csm}$ and $\exists CT_2 \in CTrees.(a, ⟨⊥, CT_2⟩) \in [E_2]_{csm}$ then we have that:

$PMap([E_1 \parallel S E_2]_{csm}, a) = \emptyset$ \iff $\exists(a, ⟨a, CT_1⟩) \in [E_1]_{csm}$.

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_1, \parallel \_ \_ \_)]_{awd}).$

$\exists S \in Dom([Upd(CT_2, \parallel \_ \_ \_)]_{awd}).$
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Let \(\text{gr}\) all the operators of EMPA

\[\sim\]

B.2 Congruence Property of \(\sim\_\text{MB}\)

If \(a \in S\) then we have:

\[
 PA(E_1 \parallel S E_2, a) = \{\langle a, \bar{\gamma} \rangle \in \text{Act}\mid \exists \langle a, *_{l_1, w_1} \rangle \in PA(E_1, a).
\]

\[
\exists \langle a, *_{l_2, w_2} \rangle \in PA(E_2, a).
\]

\[
\bar{\gamma} = *_{\max\{l_1, l_2\}} \frac{\text{PA}(E_1, a)}{\text{PA}(E_2, a)} \cdot \text{N} \land
\]

\[
\begin{cases}
\text{TPAW}(PA(E_1, a)) + \text{TPAW}(PA(E_2, a)) & \text{if } l_1 = l_2 \\
\text{TPAW}(PA(E_1, a)) & \text{if } l_1 > l_2 \\
\text{TPAW}(PA(E_2, a)) & \text{if } l_2 > l_1
\end{cases}
\]

By applying the induction hypothesis we have that:

\[
PA(E_1 \parallel S E_2, a) = \{\langle a, \bar{\gamma} \rangle \in \text{Act}\mid \exists \langle a, (\perp, CT_1) \rangle \in \text{E}_{\text{csm}}
\]

\[
\exists \langle a, (\perp, CT_2) \rangle \in \text{E}_{\text{csm}}.
\]

\[
\exists S_1 \in \text{Dom}(\text{CT}_1_{\text{awd}}).
\]

\[
\exists S_2 \in \text{Dom}(\text{CT}_2_{\text{awd}}).
\]

\[
\bar{\gamma} = *_{\max\{\text{CT}_1_{\text{pri}}, \text{CT}_2_{\text{pri}}\}} \frac{\text{CT}_1_{\text{awd}}(S_1)}{\text{TW}(\text{CT}_1_{\text{awd}})} \cdot \frac{\text{CT}_2_{\text{awd}}(S_2)}{\text{TW}(\text{CT}_2_{\text{awd}})} \cdot N_{CT_1, CT_2}
\]

On the other hand, from the definition of \(\text{E}_{\text{csm}}\), we have that:

\[
PMap(\text{E}_{\text{csm}}) = \{\langle a, \bar{\lambda} \rangle \in \text{Act}\mid \exists \langle a, (\perp, CT_1) \rangle \in \text{E}_{\text{csm}}.
\]

\[
\exists \langle a, (\perp, CT_2) \rangle \in \text{E}_{\text{csm}}.
\]

\[
\exists S \in \text{Dom}(\text{CT}_1 \land CT_2_{\text{awd}}).
\]

\[
\bar{\lambda} = *_{\text{CT}_1 \land CT_2_{\text{awd}}} \text{CT}_1_{\text{awd}}(S).
\]

From Lemma B.3 we have that \(\text{CT}_1 \land CT_2_{\text{awd}} = \max\{\text{CT}_1_{\text{pri}}, \text{CT}_2_{\text{pri}}\}\). Besides we have that for \(S_1 \in \text{Dom}(\text{CT}_1_{\text{awd}})\) and \(S_2 \in \text{Dom}(\text{CT}_2_{\text{awd}})\) we have \(\text{CT}_1 \land CT_2_{\text{awd}}(S_1 \cup S_2) = \frac{\text{CT}_1_{\text{awd}}(S_1)}{\text{TW}(\text{CT}_1_{\text{awd}})} \cdot \frac{\text{CT}_2_{\text{awd}}(S_2)}{\text{TW}(\text{CT}_2_{\text{awd}})} \cdot N_{CT_1, CT_2}\). Therefore we have that:

\[
PMap(\text{E}_{\text{csm}}) = \{\langle a, \bar{\lambda} \rangle \in \text{Act}\mid \exists \langle a, (\perp, CT_1) \rangle \in \text{E}_{\text{csm}}.
\]

\[
\exists \langle a, (\perp, CT_2) \rangle \in \text{E}_{\text{csm}}.
\]

\[
\exists S_1 \in \text{Dom}(\text{CT}_1_{\text{awd}}).
\]

\[
\exists S_2 \in \text{Dom}(\text{CT}_2_{\text{awd}}).
\]

\[
\bar{\lambda} = *_{\max\{\text{CT}_1_{\text{pri}}, \text{CT}_2_{\text{pri}}\}} \frac{\text{CT}_1_{\text{awd}}(S_1)}{\text{TW}(\text{CT}_1_{\text{awd}})} \cdot \frac{\text{CT}_2_{\text{awd}}(S_2)}{\text{TW}(\text{CT}_2_{\text{awd}})} \cdot N_{CT_1, CT_2}
\]

This multiset is equal to the multiset we derived for \(PA(E_1 \parallel S E_2, a)\).

\[\square\]

B.2 Congruence Property of \(\sim_{\text{MB}}\)

In this appendix we provide the proof of the two results (Theorems 11.3 and 11.4) concerned with the congruence property of \(\sim_{\text{MB}}\). First, we demonstrate Theorem 11.3 that says that \(\sim_{\text{MB}}\) is a congruence w.r.t. all the operators of EMPA_{gr}.

Proof of Theorem 11.3 Let \(E_1, E_2 \in \mathcal{G}\).
(i) Let \( B \subseteq G \times G \) be a Markovian bisimulation such that \( (E_1, E_2) \in B \). Given \( \langle a, \lambda \rangle \in \text{Act} \), we prove that
\[
B' = (B \cup \{(a, \lambda).E_1, (a, \lambda).E_2\}, (a, \lambda).E_2, (a, \lambda).E_1))
\]
is a Markovian bisimulation. Observed that \( B' \) is an equivalence relation, we have two cases.

- If \( (a, \lambda).E_1, (a, \lambda).E_2) \in B \), then \( B' = B \) and the result trivially follows.
- Assume that \( (a, \lambda).E_1, (a, \lambda).E_2) \notin B \). Observed that
\[
B' = B \cup \{(a, \lambda).E_1, (a, \lambda).E_2\}
\]
let \( \{F_1, F_2\} \in B' \), \( b \in AType \), \( l \in \mathbb{Z} \), and \( C \in G/B' \).

* If \( \{F_1, F_2\} \in B \) and \( C \in G/B - \{(a, \lambda).E_1|B, (a, \lambda).E_2|B\} \), then trivially \( \text{Rate}(F_1, b, l, C) = \text{Rate}(F_2, b, l, C) \).
* If \( \{F_1, F_2\} \in B \) and \( C = (a, \lambda).E_1|B \cup (a, \lambda).E_2|B \), then for \( j \in \{1, 2\} \) we have
\[
\text{Rate}(F_j, b, l, C) = \text{Rate}(F_1, b, l, (a, \lambda).E_1|B) + \text{Rate}(F_1, b, l, (a, \lambda).E_2|B)
\]
so \( \text{Rate}(F_1, b, l, C) = \text{Rate}(F_2, b, l, C) \).
* If \( \{F_1, F_2\} \in B' - B \), i.e. \( F_1 \in (a, \lambda).E_1|B \) and \( F_2 \in (a, \lambda).E_2|B \), then for \( j \in \{1, 2\} \) we have
\[
\text{Rate}(F_j, b, l, C) = \left\{ \begin{array}{ll}
\lambda & \text{if } b = a \land l = \text{PL}(\lambda) \land C = [E_j|B] \\
\bot & \text{otherwise}
\end{array} \right.
\]
Since \( [E_1|B] = [E_2|B] \), it turns out that \( \text{Rate}(F_1, b, l, C) = \text{Rate}(F_2, b, l, C) \).

(ii) Given \( L \subseteq AType - \{\tau\} \), we prove that
\[
B' = B \cup \text{Id}_G \text{ where } B = \{(E_1/L, E_2/L) | E_1 \sim_{MB} E_2\}
\]
is a Markovian bisimulation, with \( \text{Id}_G \) being the identity relation over \( G \). Observed that \( B' \) is an equivalence relation and that either each of the terms of an equivalence class has \( \sim_{/L}\) as outermost operator or none of them has, let \( \{F_1, F_2\} \in B' \), \( a \in AType \), \( l \in \mathbb{Z} \), and \( C \in G/B' \).

- If \( \{F_1, F_2\} \in \text{Id}_G \), then trivially \( \text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C) \).
- If \( \{F_1, F_2\} \in B \), then \( F_1 \equiv E_1/L \) and \( F_2 \equiv E_2/L \) where \( E_1 \sim_{MB} E_2 \).

* If none of the terms in \( C \) has \( \sim_{/L} \) as outermost operator, then trivially \( \text{Rate}(F_1, a, l, C) = \bot = \text{Rate}(F_2, a, l, C) \).
* If each of the terms in \( C \) has \( \sim_{/L} \) as outermost operator, given \( E/L \in C \) it turns out that \( C = \{E'/L | E' \in [E]_{\sim_{MB}}\} \). Thus for \( j \in \{1, 2\} \) we have
\[
\text{Rate}(F_j, a, l, C) = \left\{ \begin{array}{ll}
\text{Rate}(E_j, a, l, [E]_{\sim_{MB}}) & \text{if } a \notin L \cup \{\tau\} \text{ or } a = \tau \text{. From } E_1 \sim_{MB} E_2 \text{ it follows } \text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C) \text{.}
\end{array} \right.
\]
(iii) Given $\varphi \in ATRPan$, the proof that

$$\mathcal{B}' = \mathcal{B} \cup \operatorname{Id}_G$$

where $\mathcal{B} = \{([E_1], [E_2]) \mid E_1 \sim \text{mb} E_2\}$

is a Markovian bisimulation similar to the one developed in (ii). The main difference is that in the last subcase the result follows from the fact that for $\varphi \in \mathcal{B}$ we have

$$\text{Rate}(F_j, a, l, C) = \sum_{b \in \operatorname{AType}, \varphi(b) = a} \text{Rate}(E_j, b, l, [E]_{\text{mb}})$$

(iv) Let $\mathcal{B} \subseteq G \times G$ be a Markovian bisimulation such that $(E_1, E_2) \in \mathcal{B}$. Given $F \in G$, we prove that

$$\mathcal{B}' = (\mathcal{B} \cup \{(E_1 + F, E_2 + F), (E_2 + F, E_1 + F)\})^+$$

is a Markovian bisimulation. Observed that $\mathcal{B}'$ is an equivalence relation, we have two cases:

- If $(E_1 + F, E_2 + F) \in \mathcal{B}$, then $\mathcal{B}' = \mathcal{B}$ and the result trivially follows.
- Assume that $(E_1 + F, E_2 + F) \notin \mathcal{B}$. Observed that

$$G/\mathcal{B}' = (G/\mathcal{B} - \{[E_1 + F], [E_2 + F]\}) \cup \{[E_1 + F] \cup [E_2 + F]\}$$

let $(F_1, F_2) \in \mathcal{B}'$, $a \in \operatorname{AType}$, $l \in \mathbb{Z}$, and $C \in G/\mathcal{B}'$.

* If $(F_1, F_2) \in \mathcal{B}$ and $C \in G/\mathcal{B} - \{[E_1 + F],[E_2 + F]\}$, then trivially $\text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C)$.

* If $(F_1, F_2) \in \mathcal{B}$ and $C = [E_1 + F] \cup [E_2 + F]$, then for $j \in \{1, 2\}$ we have $\text{Rate}(F_j, a, l, C) = \text{Rate}(F, a, l, C)$.

* If $(F_1, F_2) \in \mathcal{B}' - \mathcal{B}$, i.e. $F_1 \in [E_1 + F]$ and $F_2 \in [E_2 + F]$, then for $j \in \{1, 2\}$ we have

$$\text{Rate}(F_j, a, l, C) = \begin{cases} 
\text{Rate}(E_j, a, l, C) + \text{Rate}(F, a, l, C) \\
\text{Rate}(E_j, a, l, C) \\
\bot 
\end{cases}$$

depending on whether $\text{Rate}(E_j, a, l, C) \neq \bot \land \text{Rate}(F, a, l, C) \neq \bot$ or $\text{Rate}(E_j, a, l, C) \neq \bot \land (l \geq 0 \land \text{Rate}(F, a, l, C) = \bot) \lor (l < 0 \land \forall l' \in \mathbb{Z}, l' \leq l \Rightarrow \text{Rate}(F, a, l', G) = \bot)$ or $\text{Rate}(F, a, l, C) \neq \bot \land (l \geq 0 \land \text{Rate}(E_j, a, l, C) = \bot) \lor (l < 0 \land \forall l' \in \mathbb{Z}, l' \leq l \Rightarrow \text{Rate}(E_j, a, l', G) = \bot)$ or none of the previous clauses holds.

* If $C \in G/\mathcal{B} - \{[E_1 + F],[E_2 + F]\}$, then from $(E_1, E_2) \in \mathcal{B}$ we derive $\text{Rate}(E_1, a, l, C) = \text{Rate}(E_2, a, l, C)$ so $\text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C)$.

* If $C = [E_1 + F] \cup [E_2 + F]$, then for $j \in \{1, 2\}$ we have $\text{Rate}(E_j, a, l, C) = \text{Rate}(E_j, a, l, [E_1 + F] + \text{Rate}(E_j, a, l, [E_2 + F]))$. Since $(E_1, E_2) \in \mathcal{B}$, it turns out that $\text{Rate}(E_1, a, l, C) = \text{Rate}(E_2, a, l, C)$ so $\text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C)$. 


Given \( F \in \mathcal{G} \) and \( S \subseteq \text{AType} - \{\tau\} \), we prove that

\[
\mathcal{B}' = \mathcal{B} \cup \text{Id}_\mathcal{G} \quad \text{where} \quad \mathcal{B} = \{ (E_1 \parallel_S F, E_2 \parallel_S F) \mid E_1 \sim_{\text{MB}} E_2 \}
\]

is a Markovian bisimulation. Observed that \( \mathcal{B}' \) is an equivalence relation and that either each of the terms of an equivalence class has \( \parallel_S F \) as outermost operator or none of them has, let \( (F_1, F_2) \in \mathcal{B}' \), \( a \in \text{AType} \), \( l \in \mathbb{Z} \), and \( C \in \mathcal{G}/\mathcal{B}' \).

- If \( (F_1, F_2) \in \text{Id}_\mathcal{G} \), then trivially \( \text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C) \).
- If \( (F_1, F_2) \in \mathcal{B} \), then \( F_1 \equiv E_1 \parallel_S F \) and \( F_2 \equiv E_2 \parallel_S F \) where \( E_1 \sim_{\text{MB}} E_2 \).

* If none of the terms in \( C \) has \( \parallel_S F \) as outermost operator, then trivially \( \text{Rate}(F_1, a, l, C) = \bot = \text{Rate}(F_2, a, l, C) \).

* If each of the terms in \( C \) has \( \parallel_S F \) as outermost operator, given \( E \parallel_S G \in C \) it turns out that \( C = \{ E' \parallel_S G \mid E' \in [E]_{\sim_{\text{MB}}} \} \).

- If \( a \notin S \), then for \( j \in \{1,2\} \) we have that

\[
\text{Rate}(F_j, a, l, C) = \begin{cases} 
\text{Rate}(E_j, a, l, [E]_{\sim_{\text{MB}}}) + \text{Rate}(F, a, l, \{G\}) \\
\text{Rate}(E_j, a, l, [E]_{\sim_{\text{MB}}}) \\
\text{Rate}(F, a, l, \{G\}) \\
\bot
\end{cases}
\]

depending on whether \( E_j \in [E]_{\sim_{\text{MB}}} \land F \equiv G \land \text{Rate}(E_j, a, l, [E]_{\sim_{\text{MB}}}) \neq \bot \land \text{Rate}(F, a, l, \{G\}) \neq \bot \lor E_j \notin [E]_{\sim_{\text{MB}}} \land F \equiv G \land \text{Rate}(E_j, a, l, [E]_{\sim_{\text{MB}}}) \neq \bot \land (l \geq 0 \lor l < 0 \land \forall l' \in \mathbb{Z} \land l' < l \implies \text{Rate}(F, a, l', \{G\}) = \bot) \) or \( E_j \in [E]_{\sim_{\text{MB}}} \land F \neq G \land \text{Rate}(F, a, l, \{G\}) \neq \bot \land (l \geq 0 \lor l < 0 \land \forall l' \in \mathbb{Z} \land l' < l \implies \text{Rate}(E_j, a, l', [E]_{\sim_{\text{MB}}}) = \bot) \) or none of the previous clauses holds. Since \( E_1 \sim_{\text{MB}} E_2 \), it follows that \( \text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C) \).

- If \( a \in S \) and we pose for \( l' \in \mathbb{Z} \):

\[
\begin{align*}
*_{-l', w_{E_j, l'}} &= \text{Rate}(E_j, a, l', [E]_{\sim_{\text{MB}}}) \\
*_{-l', w_{E_j, l', \text{tot}}} &= \text{Rate}(E_j, a, l', \{G\}) \\
*_{-l', w_{F, l'}} &= \text{Rate}(F, a, l', \{G\}) \\
*_{-l', w_{F, l', \text{tot}}} &= \text{Rate}(F, a, l', \{G\})
\end{align*}
\]

and

\[
N = \begin{cases} 
w_{E_j, l_1, \text{tot}} + w_{F, l_2, \text{tot}} & \text{if } l_1 = l_2 \\
w_{E_j, l_1, \text{tot}} & \text{if } l_1 > l_2 \\
w_{E_j, l_2, \text{tot}} & \text{if } l_2 > l_1
\end{cases}
\]

then for \( j \in \{1,2\} \) we have that

\[
\text{Rate}(F_j, a, l, C)
\]
second, we demonstrate theorem 11.4 that says that $\sim_{\text{MB}}$ is a congruence w.r.t. recursive definitions. To do that, we have to preliminarily extend the definition of $\sim_{\text{MB}}$ to open terms, i.e. to terms containing occurrences of undefined constants. Similarly to [122], the proof will be based on the notion of bisimulation up to. In the following, we denote by $\text{Def} : \text{Const} \to \mathcal{L}$ a set of given constant defining equations and by “$\sim_{\text{st}}$” the relation subterm-of. We also let $\bot \leq \bot$ and $\bot < \lambda$ for all $\lambda \in \text{ARate}$. 

**Definition B.3** The term $E (A := E')$ obtained from $E \in \mathcal{L}$ by replacing each occurrence of $A$ with $E'$, where $A \equiv E' \in \text{Def}$, is defined by induction on the syntactical structure of $E$ as follows:

$$
\begin{align*}
\emptyset (A := E') & \equiv \emptyset \\
\langle a, \lambda \rangle . E (A := E') & \equiv \langle a, \lambda \rangle . E (A := E') \\
E / L (A := E') & \equiv E (A := E') / L \\
E [\varphi] (A := E') & \equiv E (A := E') [\varphi] \\
(E_1 + E_2) (A := E') & \equiv E_1 (A := E') + E_2 (A := E') \\
E_1 \parallel E_2 (A := E') & \equiv E_1 (A := E') \parallel E_2 (A := E') \\
B (A := E') & \equiv \left\{ \begin{array}{ll}
E' & \text{if } B \equiv A \\
B & \text{if } B \neq A
\end{array} \right.
\end{align*}
$$

**Definition B.4** The set of terms obtained from $E \in \mathcal{L}$ by repeatedly replacing constants by the right hand side terms of their defining equations in $\text{Def}$ is defined by

$$
\text{Subst}_{\text{Def}}^n (E) = \bigcup_{n \in \mathbb{N}} \text{Subst}_{\text{Def}}^n (E)
$$

where
\[ \text{Subst}^n_{\text{Def}}(E) = \begin{cases} 
\{E\} 
& \text{if } n = 0 \\
\{F \in L \mid F \equiv G(A := E') \land G \in \text{Subst}^{n-1}_{\text{Def}}(E) \land A \text{ st } G \land A \mathrel{\hat{=}} E' \in \text{Def} \} 
\end{cases} \]

depending on whether \( n = 0 \) or \( n > 0 \).

**Definition B.5** The set of constants occurring in \( E \in L \) w.r.t. \( \text{Def} \) is defined by

\[ \text{Const}_{\text{Def}}(E) = \{ A \in \text{Const} \mid \exists F \in \text{Subst}_{\text{Def}}(E). A \text{ st } F \} \]

**Definition B.6** A \( \in \text{Const} \) is free w.r.t. \( \text{Def} \) if and only if, for all \( E \in L \), \( A \mathrel{\hat{=}} E \notin \text{Def} \). We denote by \( \text{Free}_{\text{Def}} \) the set of constants that are free w.r.t. \( \text{Def} \).

**Definition B.7** \( E \in L \) is partially closed and guarded (pcg) w.r.t. \( \text{Def} \) if and only if for each \( A \in \text{Const}_{\text{Def}}(E) \) either \( A \in \text{Free}_{\text{Def}} \) or

- \( A \) is equipped in \( \text{Def} \) with a defining equation, say \( A \mathrel{\hat{=}} E' \), and
- there exists \( F \in \text{Subst}_{\text{Def}}(E') \) such that, whenever an instance of \( B \notin \text{Free}_{\text{Def}} \) satisfies \( B \text{ st } F \), then the same instance satisfies \( B \text{ st } <a, \tilde{\lambda}>.G \text{ st } F \).

**Definition B.8** The term \( E'\langle\langle A := B \rangle\rangle \) obtained from \( E \in L \) by replacing each occurrence of \( A \in \text{Free}_{\text{Def}} \) with \( B \in G \) is defined by induction on the syntactical structure of \( E \) as follows:

\[
\begin{align*}
0\langle\langle A := B \rangle\rangle & \equiv 0 \\
\langle a, \tilde{\lambda} >. E\langle\langle A := B \rangle\rangle & \equiv \langle a, \tilde{\lambda} >. E\langle\langle A := B \rangle\rangle \\
E/L\langle\langle A := B \rangle\rangle & \equiv E\langle\langle A := B \rangle\rangle/L \\
E[\varphi]\langle\langle A := B \rangle\rangle & \equiv E\langle\langle A := B \rangle\rangle[\varphi] \\
(E_1 + E_2)\langle\langle A := B \rangle\rangle & \equiv E_1\langle\langle A := B \rangle\rangle + E_2\langle\langle A := B \rangle\rangle \\
(E_1 \parallel s E_2)\langle\langle A := B \rangle\rangle & \equiv E_1\langle\langle A := B \rangle\rangle \parallel s E_2\langle\langle A := B \rangle\rangle \\
A'\langle\langle A := B \rangle\rangle & \equiv \begin{cases} 
B & \text{if } A' \equiv A \\
A' & \text{if } A' \neq A \land A' \in \text{Free}_{\text{Def}} \\
A'' & \text{if } A' \neq A \land A' \mathrel{\hat{=}} E \in \text{Def} \land A'' \mathrel{\hat{=}} E\langle\langle A := B \rangle\rangle \in \text{Def} 
\end{cases}
\end{align*}
\]

**Definition B.9** Let \( E_1, E_2 \in L \) be pcg and suppose that \( \text{Const}_{\text{Def}}(E_1) \cup \text{Const}_{\text{Def}}(E_2) \) contains \( \{ A_i \in \text{Const} \mid i \in I \} \) as free constants w.r.t. \( \text{Def} \). We pose \( E_1 \sim_{\text{MB}} E_2 \) if and only if, for all sets \( \{ B_i \in G \mid i \in I \} \) such that \( E_1\langle\langle A_i := B_i \rangle\rangle_{i \in I}, E_2\langle\langle A_i := B_i \rangle\rangle_{i \in I} \in G \), it turns out that

\[
E_1\langle\langle A_i := B_i \rangle\rangle_{i \in I} \sim_{\text{MB}} E_2\langle\langle A_i := B_i \rangle\rangle_{i \in I}
\]
We are now in a position to prove Theorem 11.4.

**Proof of Theorem 11.4** Let $E_1, E_2 \in \mathcal{L}$ be pcg and suppose that $Const_{Def}(E_1) \cup Const_{Def}(E_2)$ contains only $A \in Const$ as a free constant w.r.t. $Def$. Let $A_1 \xrightarrow{\Delta} E_1(A := A_1)$, $A_2 \xrightarrow{\Delta} E_2(A := A_2)$ \in Def with $A_1, A_2 \in \mathcal{G}$. We have to prove that $A_1 \sim_{MB} A_2$ whenever $E_1 \sim_{MB} E_2$. To achieve this, it suffices to prove that

$$B = \{(F_1, F_2) \in \mathcal{G} \times \mathcal{G} \mid F_1 \equiv F\langle B := A_1 \rangle \land F_2 \equiv F\langle B := A_2 \rangle \land F \in \mathcal{L} \text{ pcg with at most } B \in \text{Free}_{Def}\}$$

is a Markovian bisimulation up to $\sim_{MB}$: the result will follow by taking $F \equiv B$. Let $B' = B \cup B^{-1}$.

Given $(F_1, F_2) \in B$, $a \in AType$, $l \in \mathbb{Z}$, and $C \in \mathcal{G}/(B' \cup \sim_{MB})^+$, we must prove that $\text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C)$.

We start by showing that $\text{Rate}(F_1, a, l, C) \leq \text{Rate}(F_2, a, l, C)$ for all $a \in AType$, $l \in \mathbb{Z}$, and $C \in \mathcal{G}/(B' \cup \sim_{MB})^+$. If $\text{Rate}(F_1, a, l, C) = \bot$ there is nothing to prove, otherwise we proceed by induction on the maximum depth $d$ of the inferences of the transitions for $F_1$ having type $a$, priority level $l$, and derivative term in $C$.

- If $d = 1$ then only the rule for the action prefix operator has been used to deduce the only existing transition. Therefore $F \equiv <a, \lambda>.F'$ with $PL(\lambda) = l$ and for $j \in \{1, 2\}$ we have $F_j \equiv <a, \lambda>.F'\langle B := A_j \rangle$. Since $(F'\langle B := A_1 \rangle, F'\langle B := A_2 \rangle) \in B$, it turns out that $C = [F'\langle B := A_1 \rangle]/(B' \cup \sim_{MB})^+ = [F'\langle B := A_2 \rangle]/(B' \cup \sim_{MB})^+$ hence $\text{Rate}(F_1, a, l, C) = \lambda = \text{Rate}(F_2, a, l, C)$.

- If $d > 1$ then several subcases arise depending on the syntactical structure of $F$.

  - If $F \equiv F'/L$ then for $j \in \{1, 2\}$ we have $F_j \equiv F'\langle B := A_j \rangle/L$. Since $F_1$ has a transition having derivative term in $C$, there exists $G \in \mathcal{G}$ such that $G/L$ is the derivative term and $C = [G/L]/(B' \cup \sim_{MB})^+$. Because of the congruence property of $\sim_{MB}$ and $B$ w.r.t. “/L”, we have that $H/L \in [G/L]/(B' \cup \sim_{MB})^+$ implies $[H]/(B' \cup \sim_{MB})^+/L \subseteq [G/L]/(B' \cup \sim_{MB})^+$. As a consequence $[G/L]/(B' \cup \sim_{MB})^+ = (\cup_i C_i/L) \cup D$ where $C_i = [G_i]/(B' \cup \sim_{MB})^+$ are distinguished equivalence classes with $G_i/L \in [G/L]/(B' \cup \sim_{MB})^+$ and $D$ is a set of terms not having “/L” as outermost operator, hence not reachable from $F_1$ or $F_2$. Since $d$ is the maximum depth of the inferences of the transitions for $F_1$ having type $a$, priority level $l$, and derivative term in $C$, for any $i$ either (i) $F'\langle B := A_1 \rangle$ has no transitions having type $a$, priority level $l$, and derivative term in $C_i$, or (ii) $d - 1$ is the maximum depth of the inferences of the transitions for $F'\langle B := A_1 \rangle$ having type $a$, priority level $l$, and derivative term in $C_i$. For $j \in \{1, 2\}$ we have

$$\text{Rate}(F_j, a, l, C) = \sum_i \text{Rate}(F_j, a, l, C_i/L)$$

where for any $i$

\[\text{Given a set of terms } T, \text{ we denote by } T/L \text{ the set of terms } \{E/L \mid E \in T\}.\]
\[ Rate(F_j, a, l, C_i/L) = \begin{cases} 
Rate(F'\langle\langle B:=A_j\rangle\rangle, a, l, C_i) \\
Rate(F'\langle\langle B:=A_j\rangle\rangle, \tau, l, C_i) + \sum_{b\in L} Rate(F'\langle\langle B:=A_j\rangle\rangle, b, l, C_i) 
\end{cases} \]

depending on whether \( a \notin L \cup \{\tau\} \) or \( a = \tau \). By applying the induction hypothesis to each \( F'\langle\langle B:=A_j\rangle\rangle, b \) (with \( b \in L \cup \{\tau\} \) if \( a = \tau \) and \( b = a \) otherwise), \( l \), and \( C_i \) such that \( Rate(F'\langle\langle B:=A_j\rangle\rangle, b, l, C_i) \neq \bot \), we have that \( Rate(F_1, a, l, C_i/L) \leq Rate(F_2, a, l, C_i/L) \) for any \( i \). It follows that \( Rate(F_1, a, l, C) \leq Rate(F_2, a, l, C) \).

- If \( F \equiv F'[\varphi] \) then the proof is similar to the one developed in the previous case. The result follows by applying the induction hypothesis to the fact that for \( j \in \{1, 2\} \) we have

\[ Rate(F_j, a, l, C_i[\varphi]) = \sum_{b \in \text{type}, \varphi(b) = a} Rate(F'\langle\langle B:=A_j\rangle\rangle, b, l, C_i) \]

- If \( F \equiv F' + F'' \) then for \( j \in \{1, 2\} \) we have \( F_j \equiv F'\langle\langle B:=A_j\rangle\rangle + F''\langle\langle B:=A_j\rangle\rangle \). Since \( d \) is the maximum depth of the inferences of the transitions for \( F_1 \) having type \( a \), priority level \( l \), and derivative term in \( C \), for any \( G \in \{F'\langle\langle B:=A_j\rangle\rangle, F''\langle\langle B:=A_j\rangle\rangle\} \) either (i) \( G \) has no transitions having type \( a \), priority level \( l \), and derivative term in \( C \), or (ii) \( d - 1 \) is the maximum depth of the inferences of the transitions for \( G \) having type \( a \), priority level \( l \), and derivative term in \( C \).

For \( j \in \{1, 2\} \) we have:

\[ Rate(F_j, a, l, C) = \begin{cases} 
Rate(F'\langle\langle B:=A_j\rangle\rangle, a, l, C) + Rate(F''\langle\langle B:=A_j\rangle\rangle, a, l, C) \\
Rate(F'\langle\langle B:=A_j\rangle\rangle, a, l, C) \\
\bot 
\end{cases} \]

depending on whether \( Rate(F'\langle\langle B:=A_j\rangle\rangle, a, l, C) \neq \bot \) or \( Rate(F''\langle\langle B:=A_j\rangle\rangle, a, l, C) \neq \bot \).

If \( F \equiv F' \parallel F'' \) then for \( j \in \{1, 2\} \) we have \( F_j \equiv F'\langle\langle B:=A_j\rangle\rangle \parallel F''\langle\langle B:=A_j\rangle\rangle \). Since \( F_1 \) has a transition having derivative term in \( C \), there exist \( G', G'' \in \mathcal{G} \) such that \( G' \parallel G'' \) is the derivative term and \( C = [G' \parallel G'']_{(\mathcal{B} \cup \sim_{MB})+} \).

- If \( a \notin \mathcal{S} \) then either \( G'' \equiv F''\langle\langle B:=A_1\rangle\rangle \) or \( G' \equiv F'\langle\langle B:=A_1\rangle\rangle \). Because of the congruence property of \( \sim_{MB} \) and \( \mathcal{B} \) w.r.t. \( \parallel \), we have \( H \parallel G' \parallel G'' \equiv [G' \parallel G'']_{(\mathcal{B} \cup \sim_{MB})+} \).
\[ [H]_{(B \cup \sim_{mn})^+} \parallel S F'' / \| B := A_1 \| \subseteq [G' \parallel S G'' \| (B' \cup \sim_{mn})^+] \text{ and } F' / \| B := A_1 \| \parallel S H \in [G' \parallel S G'' \| (B' \cup \sim_{mn})^+] \implies F' / \| B := A_1 \| \parallel S [H]_{(B' \cup \sim_{mn})^+} \subseteq [G' \parallel S G'' \| (B' \cup \sim_{mn})^+]. \] Moreover, due to the congruence property of \( B \) w.r.t. \( \parallel S \cdot \) we have that, for all \( T \subseteq \mathcal{G} \), \( T \parallel S F'' / \| B := A_1 \| \subseteq [G' \parallel S G'' \| (B' \cup \sim_{mn})^+] \) if and only if \( T \parallel S F'' / \| B := A_2 \| \subseteq [G' \parallel S G'' \| (B' \cup \sim_{mn})^+] \) and \( F' / \| B := A_1 \| \parallel S T \subseteq [G' \parallel S G'' \| (B' \cup \sim_{mn})^+] \) if and only if \( F' / \| B := A_2 \| \parallel S T \subseteq [G' \parallel S G'' \| (B' \cup \sim_{mn})^+] \). As a consequence \( \parallel S F'' \| (B' \cup \sim_{mn})^+ = \{H_1 \parallel S F'' / \| B := A_1 \| \} \cup \{H_2 \parallel S F'' / \| B := A_2 \| \} \cup \{H_3 \parallel S F'' / \| B := A_2 \| \} \) are distinguished equivalence classes with \( H_1 \parallel S F'' / \| B := A_1 \| \in [G' \parallel S G'' \| (B' \cup \sim_{mn})^+] \) and \( C''_j \parallel S F'' / \| B := A_1 \| \in \{H_3 \parallel S F'' \| (B' \cup \sim_{mn})^+ \} \) are distinct equivalence classes with \( F' / \| B := A_1 \| \parallel S H_j \parallel S F'' / \| B := A_1 \| \) and \( j \) such that \( F'' / \| B := A_1 \| \in C''_j \). Moreover \( D \) is a set of terms not of the form \( H \parallel S F'' / \| B := A_1 \| \) or \( F'' / \| B := A_1 \| \parallel S H \) for any term \( H \), hence not reachable from \( F_1 \) or \( F_2 \). Since \( d \) is the maximum depth of the inferences of the transitions for \( F_1 \) having type \( a \), priority level \( l \), and derivative term in \( C \), considered term \( F'' / \| B := A_1 \| \) (\( F'' / \| B := A_1 \| \)) we have that for any \( i \) (for any \( j \)) either (i) \( F' / \| B := A_1 \| \) (\( F'' / \| B := A_1 \| \)) has no transitions having type \( a \), priority level \( l \), and derivative term in \( C''_j \), or (ii) \( d - 1 \) is the maximum depth of the inferences of the transitions for \( F'' / \| B := A_1 \| \) (\( F'' / \| B := A_1 \| \)) having type \( a \), priority level \( l \), and derivative term in \( C''_j \). Observed that for \( k \in \{1, 2\} \) we have for any \( i, j \)

\[
\begin{align*}
\text{Rate}(F_k, a, l, C''_i | S F'' / \| B := A_1 \|) &= \text{Rate}(F'' / \| B := A_k \|, a, l, C''_i) \\
\text{Rate}(F_k, a, l, F'' / \| B := A_1 \| | S C''_j) &= \text{Rate}(F'' / \| B := A_k \|, a, l, C''_j)
\end{align*}
\]

for \( k \in \{1, 2\} \) we have

\[
\text{Rate}(F_k, a, l, C) = \begin{cases} 
\sum_i \text{Rate}(F'' / \| B := A_k \|, a, l, C''_i) + \\
\sum_j \text{Rate}(F'' / \| B := A_k \|, a, l, C''_j) \\
\sum_j \text{Rate}(F'' / \| B := A_k \|, a, l, C''_j) \\
\end{cases}
\]

depending on whether \( \exists i. \text{Rate}(F'' / \| B := A_k \|, a, l, C''_i) \neq \perp \land \exists j. \text{Rate}(F'' / \| B := A_k \|, a, l, C''_j) \neq \perp \lor \exists j. \text{Rate}(F'' / \| B := A_k \|, a, l, C''_j) \neq \perp \land (l \geq 0 \lor l < 0 \land j \in \mathbb{Z} \land l' < l \implies \text{Rate}(F'' / \| B := A_k \|, a, l, C''_j) = \perp)) \) or \( \exists j. \text{Rate}(F'' / \| B := A_k \|, a, l, C''_j) \neq \perp \land (l \geq 0 \lor (l < 0 \land j \in \mathbb{Z} \land l' < l \implies \text{Rate}(F'' / \| B := A_k \|, a, l, C''_j) = \perp) \) or none of the previous clauses holds. By applying the induction hypothesis to each \( F'' / \| B := A_1 \| \), \( a \), \( l \), and \( C''_j \) such that \( \text{Rate}(F'' / \| B := A_1 \|, a, l, C''_j) \neq \perp \) and to each \( F'' / \| B := A_1 \| \), \( a \), \( l \), and \( C''_j \) such that \( \text{Rate}(F'' / \| B := A_1 \|, a, l, C''_j) \neq \perp \), we have that \( \text{Rate}(F_1, a, l, C''_j | S F'' / \| B := A_1 \|) \leq \text{Rate}(F_2, a, l, C''_j | S F'' / \| B := A_2 \|) \) for any \( i \) and that \( \text{Rate}(F_1, a, l, F'' / \| B := A_1 \| | S C''_j) \leq \)
Rate(F_2, a, l, F' || B := A_2) \parallel_s C_i''') for any j. It follows that Rate(F_1, a, l, C) \leq Rate(F_2, a, l, C).

* Let a \in S. Because of the congruence property of \sim_{MB} and B w.r.t. "_s", we have that

H' ||_s H'' \in [G' ||_s G'']_s[[B' \cup_{\sim_{MB}}]]+ \implies [H' ||_s H''_s[[B' \cup_{\sim_{MB}}]]+ \subseteq [G' ||_s G'']_s[[B' \cup_{\sim_{MB}}]]. 2 As a consequence [G' ||_s G'']_s[[B' \cup_{\sim_{MB}}]] = (\cup_i C'_i ||_s C''_i) \cup D where C'_i = [G'_i]_s[[B' \cup_{\sim_{MB}}]] and C''_i = [G''_i]_s[[B' \cup_{\sim_{MB}}]] are distinguished pairs of equivalence classes with C'_i ||_s C''_i \in [G' ||_s G'']_s[[B' \cup_{\sim_{MB}}]] and D is a set of terms not having "_s" as outermost operator, hence not reachable from F_1 or F_2. Since d is the maximum depth of the inferences of the transitions for F_1 having type a, priority level l, and derivative term in C, for any i if there exists l' \in Z_+ such that Rate(F''_j || B := A_j), a, l, C''_i) \neq \perp \land (Rate(F''_j || B := A_j), a, l', C''_i) \neq \perp \land then either (i) F''_j || B := A_j) (F''_j || B := A_j) has no transitions having type a, priority level l, and derivative term in C''_i (C''_i), or (ii) d - 1 is the maximum depth of the inferences of the transitions for F''_j || B := A_j) (F''_j || B := A_j) having type a, priority level l, and derivative term in C''_i (C''_i). Observed that for j \in \{1, 2\}

\[
Rate(F_j, a, l, C) = \sum_i Rate(F_j, a, l, C'_i ||_s C''_i)
\]

if we pose for l' \in Z_+

\[
*_l \cdot w_{F', l}, c_I' = Rate(F' || B := A_j), a, l', C'_i) + l' \cdot w_{F', l}, c_I' = Rate(F' || B := A_j), a, l', C''_i)
\]

and

\[
N = \begin{cases} 
  w_{F', l}, c_I + w_{F', l}, c_I & \text{if } l_1 = l_2 \\
  w_{F', l}, c_I & \text{if } l_1 > l_2 \\
  w_{F', l}, c_I & \text{if } l_2 > l_1 
\end{cases}
\]

then for j \in \{1, 2\} we have for any i

\[
Rate(F_j, a, l, C'_i ||_s C''_i) = \begin{cases} 
  Rate(F' || B := A_j), a, l, C'_i) \cdot w_{F', l}, c_I + \text{ } Rate(F' || B := A_j), a, l, C''_i) \cdot w_{F', l}, c_I \\
  Rate(F' || B := A_j), a, l, C'_i) \cdot w_{F', l}, c_I + \text{ } Rate(F' || B := A_j), a, l, C''_i) \cdot w_{F', l}, c_I \\
  Rate(F' || B := A_j), a, l, C'_i) \cdot w_{F', l}, c_I + \text{ } Rate(F' || B := A_j), a, l, C''_i) \cdot w_{F', l}, c_I \\
  Rate(F' || B := A_j), a, l, C'_i) \cdot w_{F', l}, c_I + \text{ } Rate(F' || B := A_j), a, l, C''_i) \cdot w_{F', l}, c_I \\
  Rate(F' || B := A_j), a, l, C'_i) \cdot w_{F', l}, c_I + \text{ } Rate(F' || B := A_j), a, l, C''_i) \cdot w_{F', l}, c_I \\
  Rate(F' || B := A_j), a, l, C'_i) \cdot w_{F', l}, c_I + \text{ } Rate(F' || B := A_j), a, l, C''_i) \cdot w_{F', l}, c_I \\
  \downarrow
\end{cases}
\]

depending on whether l \geq 0 \land Rate(F' || B := A_j), a, l, C'_i) \neq \perp \land \exists l' \in Z_+. Rate(F''_j || B := A_j), a, l', C''_i) \neq \perp \land \exists l'' \in Z_+. Rate(F''_j || B := A_j), a, l'',

\[2\text{Given two sets of terms } T_1 \text{ and } T_2, \text{ we denote by } T_1 ||_s T_2 \text{ the set of terms } \{E_1 \parallel_s E_2 | E_1 \in T_1 \land E_2 \in T_2\}.\]
C'_l \neq \perp \lor l \geq 0 \land \text{Rate}(F'[[B := A_j]], a, l, C'_l) \neq \perp \land \exists l' \in Z_-. \text{Rate}(F''[[B := A_j]], a, l', C''_l) \neq \perp \land \exists l'' \in Z_. \text{Rate}(F'[[B := A_j]], a, l''', C''_l) = \perp)

or \ l \geq 0 \land \text{Rate}(F''[[B := A_j]], a, l, C''_l) \neq \perp \land \exists l'' \in Z_. \text{Rate}(F'[[B := A_j]], a, l, C'_l) \neq \perp \land \exists l'' \in Z_. \text{Rate}(F''[[B := A_j]], a, l''', C''_l) = \perp)

or \ l < 0 \land \exists l_1, l_2 \in Z_. \text{Rate}(F''[[B := A_j]], a, l_1, C''_l) \neq \perp \land \text{Rate}(F''[[B := A_j]], a, l_2, C''_l) \neq \perp \land -l = \max(-l_1, -l_2) \text{ or none of the previous clauses holds. By applying the induction hypothesis to each } F'[[B := A_j]], a, l, \text{ and } C'_l \text{ such that } \text{Rate}(F'[[B := A_j]], a, l, C'_l) \neq \perp \text{ and to each } F''[[B := A_j]], a, l, \text{ and } C''_l \text{ such that } \text{Rate}(F''[[B := A_j]], a, l, C''_l) \neq \perp, \text{ we have that } \text{Rate}(F_1, a, l, C''_l) = \text{Rate}(F_2, a, l, C''_l) \text{ for any } i. \text{ It follows that } \text{Rate}(F_1, a, l, C) \leq \text{Rate}(F_2, a, l, C).

If } F \equiv B' \text{ then for } j \in \{1, 2 \} \text{ we have } F_j \equiv B'[[B := A_j]].

If } B' \equiv B \text{ then for } j \in \{1, 2 \} \text{ we have } F_j \equiv A_j. \text{ Since } d \text{ is the maximum depth of the inferences of the transitions for } F_1 \text{ having type } a, \text{ priority level } l, \text{ and derivative term in } C, \text{ then } d - 1 \text{ is the maximum depth of the inferences of the transitions for } E_1[[A := A_1]] \text{ having type } a, \text{ priority level } l, \text{ and derivative term in } C. \text{ For } j \in \{1, 2 \} \text{ we have}

\text{Rate}(F_j, a, l, C) = \text{Rate}(E_j[[A := A_j]], a, l, C)

By applying the induction hypothesis to } E_1[[A := A_1]], a, l, \text{ and } C \text{ we have that } \text{Rate}(E_1[[A := A_1]], a, l, C) \leq \text{Rate}(E_2[[A := A_2]], a, l, C). \text{ From the fact that } E_1 \equiv \text{MB} E_2 \text{ we derive } \text{Rate}(E_1[[A := A_1]], a, l, C) = \text{Rate}(E_2[[A := A_2]], a, l, C). \text{ It follows that } \text{Rate}(F_1, a, l, C) \leq \text{Rate}(F_2, a, l, C).

If } B' \neq B \text{ then let } B' \equiv F' \text{ be the defining equation of } B'. \text{ Since } d \text{ is the maximum depth of the inferences of the transitions for } F_1 \text{ having type } a, \text{ priority level } l, \text{ and derivative term in } C, \text{ then } d - 1 \text{ is the maximum depth of the inferences of the transitions for } F'[[B := A_1]] \text{ having type } a, \text{ priority level } l, \text{ and derivative term in } C. \text{ For } j \in \{1, 2 \} \text{ we have}

\text{Rate}(F_j, a, l, C) = \text{Rate}(F'[[B := A_1]], a, l, C)

By applying the induction hypothesis to } F'[[B := A_1]], a, l, \text{ and } C \text{ we have that } \text{Rate}(F'[[B := A_1]], a, l, C) \leq \text{Rate}(F'[[B := A_2]], a, l, C). \text{ It follows that } \text{Rate}(F_1, a, l, C) \leq \text{Rate}(F_2, a, l, C).

By applying a symmetric argument we also have that } \text{Rate}(F_2, a, l, C) \leq \text{Rate}(F_1, a, l, C), \text{ hence } \text{Rate}(F_1, a, l, C) = \text{Rate}(F_2, a, l, C).

B.3 Soundness and Completeness of the Axiomatization of } \equiv_{\text{MB}}

In this appendix we demonstrate the soundness and the completeness of the axiomatization of } \equiv_{\text{MB}} \text{ shown in Table 11.6 for the set } G_{\text{rec}} \text{ of nonrecursive terms of } G. \text{ This is achieved by means of the standard technique.
based on the idea of preliminarily reducing the terms in some suitable normal form.

**Definition B.10** \( E \in \mathcal{G}_{\text{rec}} \) is in sum normal form (snf) if and only if \( E \equiv \sum_{i \in I} <a_i, \tilde{\lambda}_i>.E_i \) where:

- either \( I = \emptyset \) (hence \( E \equiv 0 \)),
- or \( I \neq \emptyset \) and for all \( i \in I \) \( E_i \) is in snf.

**Definition B.11** Function \( \text{size} : \mathcal{G}_{\text{rec}} \rightarrow \mathbb{N}_+ \) is defined by structural induction as follows:

- \( \text{size}(0) = 1 \);
- \( \text{size}(\langle a, \tilde{\lambda} \rangle.E) = 1 + \text{size}(E) \);
- \( \text{size}(E/L) = \text{size}(E[\varphi]) = \text{size}(E) \);
- \( \text{size}(E_1 + E_2) = \max(\text{size}(E_1), \text{size}(E_2)) \);
- \( \text{size}(E_1 \parallel S E_2) = \text{size}(E_1) + \text{size}(E_2) \).

We observe that \( \text{size}(E) \geq 1 \) for all \( E \in \mathcal{G}_{\text{rec}} \) and that \( \text{size}(E_1) \geq \text{size}(E_2) \) for all axioms \( E_1 = E_2 \) in Table 11.6.

**Lemma B.4** For every \( E \in \mathcal{G}_{\text{rec}} \) there exists \( F \in \mathcal{G}_{\text{rec}} \) in snf such that \( \mathcal{A} \vdash E = F \).

**Proof:** We proceed by induction on \( \text{size}(E) \) as follows:

- Let \( \text{size}(E) = 1 \). The result follows by proving \( \mathcal{A} \vdash E = 0 \) by induction on the syntactical structure of \( E \):
  - If \( E \equiv 0 \), then we take \( F \equiv 0 \) and the result follows by reflexivity.
  - The case \( E \equiv \langle a, \tilde{\lambda} \rangle.E' \) is not possible because it contradicts the hypothesis \( \text{size}(E) = 1 \).
  - If \( E \equiv E'/L \), then \( E' \) is a subterm of \( E \) such that \( \text{size}(E') = 1 \), hence \( \mathcal{A} \vdash E' = 0 \) by structural induction. The result follows by substitutivity, \( \mathcal{A}_{6} \), and transitivity.
  - If \( E \equiv E'[\varphi] \), then the result can be proved by proceeding as in the previous case and by exploiting \( \mathcal{A}_{10} \).
  - If \( E \equiv E_0 + E_1 \), then \( E_0 \) and \( E_1 \) are subterms of \( E \) such that \( \text{size}(E_0) = 1 \) and \( \text{size}(E_1) = 1 \), hence \( \mathcal{A} \vdash E_0 = 0 \) and \( \mathcal{A} \vdash E_1 = 0 \) by structural induction. The result follows by substitutivity, \( \mathcal{A}_{3} \), and transitivity.
  - The case \( E \equiv E_0 \parallel S E_1 \) is not possible because it contradicts the hypothesis \( \text{size}(E) = 1 \).
- Let the result hold whenever \( \text{size}(E) \leq n \in \mathbb{N}_+ \), and assume \( \text{size}(E) = n + 1 \). The result follows by proceeding by induction on the syntactical structure of \( E \):
The case $E \equiv 0$ is not possible because it contradicts the hypothesis $\text{size}(E) = n + 1 \geq 2$.

If $E \equiv \langle a, \lambda \rangle.E'$, then $\text{size}(E') = n$ hence by the induction hypothesis there exists $F' \in \mathcal{G}_{\text{rec}}$ in snf such that $A \vdash E' = F'$. The result follows by substitutivity.

If $E \equiv E'/L$, then $E'$ is a subterm of $E$ hence by structural induction there exists $F' \in \mathcal{G}_{\text{rec}}$ in snf such that $A \vdash E' = F'$. By substitutivity we obtain $A \vdash E = F'/L$. Assuming $F' \equiv \sum_{i \in I} <a_i, \lambda_i>.F'_i$ where every $F'_i$ is in snf, by exploiting $\mathcal{A}_0$, $\mathcal{A}_8$, $\mathcal{A}_7$, and transitivity we obtain $A \vdash F'/L = \sum_{i \in I} (<a_i, \lambda_i>.F'_i)/L = \sum_{i \in I, a_i \in L} <\tau, \lambda_i>. (F'_i/L) + \sum_{i \in I, a_i \notin L} <a_i, \lambda_i>. (F'_i/L)$. Since for every $i \in I$ we have $\text{size}(F'_i/L) = \text{size}(F'_i) < \text{size}(F') = \text{size}(F'/L) \leq \text{size}(E) = n + 1$, by the induction hypothesis it follows that for every $i \in I$ there exists $F'_i \in \mathcal{G}_{\text{rec}}$ in snf such that $A \vdash F'_i/L = F''_i$. If we take $F \equiv \sum_{i \in I, a_i \in L} <\tau, \lambda_i>.F''_i + \sum_{i \in I, a_i \notin L} <a_i, \lambda_i>.F'_i$, then the result follows by substitutivity.

If $E \equiv E'[\varphi]$, then the result can be proved by proceeding as in the previous case and by exploiting $\mathcal{A}_{12}$ and $\mathcal{A}_{11}$.

If $E \equiv E_0 + E_1$, then $E_0$ and $E_1$ are subterms of $E$ hence by structural induction there exist $F_0, F_1 \in \mathcal{G}_{\text{rec}}$ in snf such that $A \vdash E_0 = F_0$ and $A \vdash E_1 = F_1$. By substitutivity we obtain $A \vdash E = F_0 + F_1$ and the result follows after a possible application of $\mathcal{A}_3$.

If $E \equiv E_0 \parallel E_1$, then $\text{size}(E_0) \leq n$ and $\text{size}(E_1) \leq n$ hence by the induction hypothesis there exist $F_0, F_1 \in \mathcal{G}_{\text{rec}}$ in snf such that $A \vdash E_0 = F_0$ and $A \vdash E_1 = F_1$. By substitutivity we obtain $A \vdash E = F_0 \parallel F_1$. There are three cases:

* If $\text{size}(E_0) = \text{size}(E_1) = 1$, then $F_0 \equiv F_1 \equiv 0$ hence $A \vdash E = 0$ by $\mathcal{A}_{13}$, $\mathcal{A}_3$, and transitivity.

* If $\text{size}(E_0) = 1$ and $\text{size}(E_1) > 1$, then $F_0 \equiv 0$ and $F_1 \equiv \sum_{i \in I_1} <a_i, \lambda_i>.F_{1,i}$ where every $F_{1,i}$ is in snf. By $\mathcal{A}_{13}$, $\mathcal{A}_3$, and transitivity we obtain $A \vdash F_0 \parallel F_1 = \sum_{j \in I_1, a_j \notin S} <a_j, \lambda_j>(0 \parallel s F_{1,j})$. Since for every $j \in I_1$ such that $a_j \notin S$ we have $\text{size}(0 \parallel s F_{1,j}) < \text{size}(0 \parallel s F_1) \leq \text{size}(E) = n + 1$, by the induction hypothesis it follows that for every $j \in I_1$ such that $a_j \notin S$ there exists $F'_{1,j}$ in snf such that $A \parallel 0 \parallel s F_{1,j} = F'_{1,j}$, hence the result follows by substitutivity. The symmetric case is treated in the same way.

* If $\text{size}(E_0) > 1$ and $\text{size}(E_1) > 1$, then $F_0 \equiv \sum_{i \in I_0} <a_i, \lambda_i>.F_{0,i}$ and $F_1 \equiv \sum_{i \in I_1} <a_i, \lambda_i>.F_{1,i}$ where every $F_{0,i}$ and $F_{1,i}$ is in snf. By $\mathcal{A}_{13}$ and transitivity we get $A \vdash F_0 \parallel s F_1 = \sum_{j \in I_0, a_j \notin S} <a_j, \lambda_j>.(F_{0,j} \parallel s F_{1,j}) + \sum_{j \in I_1, a_j \notin S} <a_j, \lambda_j>.(F_0 \parallel s F_{1,j}) + \sum_{k \in K_0, h \in P_{a_k}} <a_k, \lambda_k>.(w_h/W_{1, a_k}) + \sum_{k \in K_1, h \in P_{a_k}} <a_k, \lambda_k>.(w_h/W_{0, a_k}) + \sum_{k \in P_{a_k}^r, h \in P_{a_k}} <a_k, \lambda_k>.(w_h/W_{0, a_k}) \cdot (F_{0,k} \parallel s F_{1,k})$. Since the size of every term surrounded by parentheses is at most $n$, by the induction hypothesis each such term can be proved equal via $\mathcal{A}$ to a term in snf, hence the result follows by substitutivity.

\qed
Proof of Theorem 11.5 We have to prove that $A \vdash E_1 = E_2 \iff E_1 \sim_{\text{MB}} E_2$ for all $E_1, E_2 \in \mathcal{G}_{\text{nrec}}$.

($\Rightarrow$) It is a straightforward consequence of the fact that reflexivity, symmetry, transitivity and substitutivity of $\text{Ded}(\mathcal{A})$ are matched by the reflexive, symmetric, transitive and congruence properties of $\sim_{\text{MB}}$, and the fact that every axiom in $\mathcal{A}$ can be restated as a property of $\sim_{\text{MB}}$.

($\Leftarrow$) Assume $E_1 \sim_{\text{MB}} E_2$. There are two cases:

- If $E_1$ and $E_2$ are both in snf, the result follows by proceeding by induction on $\text{size}(E_1)$:
  
  * If $\text{size}(E_1) = 1$, then $E_1 \equiv 0 \equiv E_2$ since they are both in snf. The result follows by reflexivity.
  
  * If $\text{size}(E_1) > 1$, then $E_1 \equiv \sum_{i \in I_1} <a_{1,i}, \tilde{\lambda}_{1,i}>.E_{1,i}$ and $E_2 \equiv \sum_{i \in I_2} <a_{2,i}, \tilde{\lambda}_{2,i}>.E_{2,i}$. It is not restrictive to assume that for $k \in \{1, 2\}$ and $i, j \in I_k$ it holds

  \[ a_{k,i} = a_{k,j} \land \text{PL}(\tilde{\lambda}_{k,i}) = \text{PL}(\tilde{\lambda}_{k,j}) \land E_{k,i} \sim_{\text{MB}} E_{k,j} \implies i = j \]

  \[ a_{k,i} = a_{k,j} \land \tilde{\lambda}_{k,i} = *_{l_{k,i}, w_{k,i}} \land \tilde{\lambda}_{k,j} = *_{l_{k,j}, w_{k,j}} \implies l_{k,i} = l_{k,j} \]

  because if this were not the case, then it would suffice to resort to finitely many applications of $A_1$, $A_2$, $A_4$, and $A_5$. Since $E_1 \sim_{\text{MB}} E_2$, we have that $|I_1| = |I_2|$ and for every summand $<a_{1,i}, \tilde{\lambda}_{1,i}>.E_{1,i}$ in $E_1$ there exists exactly one summand $<a_{2,j}, \tilde{\lambda}_{2,j}>.E_{2,j}$ in $E_2$ such that $a_{1,i} = a_{2,j} \land \tilde{\lambda}_{1,i} = \tilde{\lambda}_{2,j} \land E_{1,i} \equiv E_{2,j}$ (hence $E_{1,i} \sim_{\text{MB}} E_{2,j}$), and vice versa. By the induction hypothesis we obtain that $A \vdash E_{1,i} = E_{2,j}$, and the result follows by substitutivity.

- If $E_1$ or $E_2$ is not in snf, then by virtue of Lemma B.4 there exist $F_1, F_2 \in \mathcal{G}_{\text{nrec}}$ in snf such that $A \vdash E_1 = F_1$ and $A \vdash E_2 = F_2$. We then obtain $E_1 \sim_{\text{MB}} F_1$ and $E_2 \sim_{\text{MB}} F_2$ by soundness and $F_1 \sim_{\text{MB}} F_2$ by the transitive property, hence $A \vdash F_1 = F_2$ by the previous point. By transitivity we finally obtain $A \vdash E_1 = E_2$. 

Appendix C

Technical Machinery for Chapter 12

In this appendix we present the proofs of Theorems 12.1 and 12.4 of Chapter 12: the congruence property of the RY-Markovian bisimulation equivalence of order 1 $\sim_{\text{MB}^{RY}}$, which aggregates yield rewards, and the congruence property of the RYB-Markovian bisimulation equivalence of order 1 $\sim_{\text{MBR}^{RYB}}$ which aggregates yield and bonus rewards.

C.1 Congruence Property of $\sim_{\text{MB}^{RY}}$

In this section we provide the proof of Theorem 12.1 which says that $\sim_{\text{MB}^{RY}}$ is a congruence w.r.t. all the operators of EMPA$_{gr_1}$ and recursive constant definitions.

Proof of Theorem 12.1 The proof is similar to that of the corresponding Theorems 11.3 and 11.4 of Chapter 11 (presented in Appendix B.2) with some changes in the case of the alternative and parallel composition operators that we now show. In the following, the extended real number summation and multiplication of Definition 12.6 and 12.4, respectively, are also used to express the componentwise, extended real number vector summation and multiplication.

- Let $B \subseteq G_1 \times G_1$ be a RY-Markovian bisimulation of order 1 such that $(E_1, E_2) \in B$. Given $F \in G_1$, we prove that $B' = (B \cup \{(E_1 + F, E_2 + F), (E_2 + F, E_1 + F)\})^+$ is a RY-Markovian bisimulation of order 1. Observed that $B'$ is an equivalence relation, we have two cases:
  - If $(E_1 + F, E_2 + F) \in B$, then $B' = B$ and the result trivially follows.
  - Assume that $(E_1 + F, E_2 + F) \notin B$. Observed that
    $$G_1/B' = (G_1/B - \{[E_1 + F]_B, [E_2 + F]_B\}) \cup \{[E_1 + F]_B \cup [E_2 + F]_B\}$$
    let $(F_1, F_2) \in B'$, $a \in \text{AType}$, $l \in \mathbb{Z}$, $\tilde{b} \in \text{ARew}$, and $C \in G_1/B'$.
    - If $(F_1, F_2) \in B$ and $C \in G/B - \{[E_1 + F]_B, [E_2 + F]_B\}$, then trivially $RY_1(F_1, a, l, \tilde{b}, C) = RY_1(F_2, a, l, \tilde{b}, C)$. 
• If \((F_1, F_2) \in \mathcal{B}\) and \(C = [E + F]|_\mathcal{B} \cup [E_2 + F]|_\mathcal{B}\), then for \(j \in \{1, 2\}\) we have \(RY_1(F_j, a, l, \tilde{b}, C) = RY_1(F_j, a, l, \tilde{b}, [E_1 + F]|_\mathcal{B}) + RY_1(F_j, a, l, \tilde{b}, [E_2 + F]|_\mathcal{B})\) so \(RY_1(F_1, a, l, \tilde{b}, C) = RY_1(F_2, a, l, \tilde{b}, C)\).

• If \((F_1, F_2) \in \mathcal{B}' - \mathcal{B}\), i.e. \(F_1 \in [E_1 + F]|_\mathcal{B}\) and \(F_2 \in [E_2 + F]|_\mathcal{B}\), then for \(j \in \{1, 2\}\) we have

\[
RY_1(F_j, a, l, \tilde{b}, C) = \begin{cases} 
RY_1(E_j, a, l, \tilde{b}, C) + RY_1(F, a, l, \tilde{b}, C) \\
RY_1(E_j, a, l, \tilde{b}, C) \\
\bot
\end{cases}
\]

depending on whether \(RY_1(E_j, a, l, \tilde{b}, C) \neq \bot \land RY_1(F, a, l, \tilde{b}, C) \neq \bot\) or \(RY_1(E_j, a, l, \tilde{b}, C) = \bot\) or \(RY_1(F, a, l, \tilde{b}, C) = \bot\) or \(RY_1(F, a, l, \tilde{b}, C) = \bot\)

- \(C \subseteq \mathcal{G}_1|/B\), from \((E_1, E_2) \in \mathcal{B}\) we derive \(RY_1(E_1, a, l, \tilde{b}, C) = RY_1(E_2, a, l, \tilde{b}, C)\) so \(RY_1(F_1, a, l, \tilde{b}, C) = RY_1(F_2, a, l, \tilde{b}, C)\).

- \(C \subseteq \mathcal{G}_1|/B\), for \(j \in \{1, 2\}\) we have \(RY_1(E_j, a, l, \tilde{b}, C) = RY_1(E_j, a, l, \tilde{b}, [E_2 + F]|_\mathcal{B})\). Since \((E_1, E_2) \in \mathcal{B}\), it turns out that \(RY_1(E_1, a, l, \tilde{b}, C) = RY_1(E_2, a, l, \tilde{b}, C)\) so \(RY_1(F_1, a, l, \tilde{b}, C) = RY_1(F_2, a, l, \tilde{b}, C)\).

- \(G \subseteq \mathcal{G}_1|/B\), then trivially \(RY_1(F_1, a, l, \tilde{b}, C) = RY_1(F_2, a, l, \tilde{b}, C)\).

- \(G \subseteq \mathcal{G}_1|/B\), then \(F_1 \equiv E_1 \parallel S F\) and \(F_2 \equiv E_2 \parallel S F\) where \(E_1 \sim_{\text{Markovian}} E_2\).

- \(G \subseteq \mathcal{G}_1|/B\), then trivially \(RY_1(F_1, a, l, \tilde{b}, C) = \bot\).

- \(G \subseteq \mathcal{G}_1|/B\), then trivially \(RY_1(F_1, a, l, \tilde{b}, [E]|_\mathcal{B}) = \bot\).

- \(a \notin S\), then for \(j \in \{1, 2\}\) we have that

\[
RY_1(F_j, a, l, \tilde{b}, C) = \begin{cases} 
RY_1(E_j, a, l, \tilde{b}, [E]_\mathcal{B}) + RY_1(F, a, l, \tilde{b}, [G]) \\
RY_1(E_j, a, l, \tilde{b}, [E]_\mathcal{B}) \\
\bot
\end{cases}
\]
depending on whether $E_j \in [E]_{\sim_{MB^1}} \land F \equiv G \land RY_1(E_j, a, l, \tilde{b}, [E]_{\sim_{MB^1}}) \neq \bot \land RY_1(F, a, l, \tilde{b}, \{G\}) \neq \bot \lor E_j \not\in [E]_{\sim_{MB^1}} \land F \equiv G \land RY_1(E_j, a, l, \tilde{b}, [E]_{\sim_{MB^1}}) \neq \bot \land (l \geq 0 \lor l < 0 \land \forall l' \in \mathbb{Z} \ldots l' < l \implies RY_1(F, a, l', *, \mathcal{G}_1) = \bot))$ or $E_j \in [E]_{\sim_{MB^1}} \land F \neq G \land RY_1(F, a, l, \tilde{b}, \{G\}) \neq \bot \land (l \geq l \geq 0 \lor l < 0 \land \forall l' \in \mathbb{Z} \ldots l' < l \implies RY_1(E_j, a, l', *, [E]_{\sim_{MB^1}}) = \bot$ or none of the previous clauses holds. Since $E_1 \sim_{MB^1} E_2$, it follows that $RY_1(F_1, a, l, \tilde{b}, C) = RY_1(F_2, a, l, \tilde{b}, C)$.

- If $a \in S$ then, supposed

\[
\begin{align*}
*_{l, w, E_j, l} &= \text{Rate}_1(E_j, a, l, *, [E]_{\sim_{MB^1}}) \\
*_{l, w, E_j, l, tot} &= \text{Rate}_1(E_j, a, l, *, \mathcal{G}_1) \\
*_{l, w, F, l} &= \text{Rate}_1(F, a, l, *, \{G\}) \\
*_{l, w, F, l, tot} &= \text{Rate}_1(F, a, l, *, \mathcal{G}_1)
\end{align*}
\]

for $l \in \mathbb{Z}$ and

\[
N = \begin{cases} \\
  w_{E_j, l, tot} + w_{F, l, tot} & \text{if } l_1 = l_2 \\
  w_{E_j, l, tot} & \text{if } l_1 > l_2 \\
  w_{F, l, tot} & \text{if } l_2 > l_1 \\
\end{cases}
\]

we have that for $j \in \{1, 2\}$

\[
RY_1(F_j, a, l, \tilde{b}, C) = \begin{cases} \\
  RY_1(E_j, a, l, \tilde{b}, [E]_{\sim_{MB^1}}) \cdot w_{F, l, tot} + \\
  RY_1(F, a, l, \tilde{b}, \{G\}) \cdot w_{E_j, l, tot} \\
  RY_1(E_j, a, l, \tilde{b}, [E]_{\sim_{MB^1}}) \cdot w_{F, l, tot} \\
  RY_1(F, a, l, \tilde{b}, \{G\}) \cdot w_{E_j, l, tot} \\
  *_{l, w, E_j, l} / w_{E_j, l, tot} \cdot w_{F, l, tot} \cdot N \\
  \bot
\end{cases}
\]

depending on whether $l \geq 0 \land RY_1(E_j, a, l, \tilde{b}, [E]_{\sim_{MB^1}}) \neq \bot \land \exists l' \in \mathbb{Z} \ldots RY_1(F, a, l', *, \{G\}) \neq \bot$ or $l \geq 0 \land RY_1(E_j, a, l, \tilde{b}, \{G\}) \neq \bot \land \exists l' \in \mathbb{Z} \ldots RY_1(F, a, l', *, \{G\}) \neq \bot$ or $l \geq 0 \land RY_1(E_j, a, l', *, \{G\}) \neq \bot \land \exists l' \in \mathbb{Z} \ldots RY_1(F, a, l', *, \{G\}) \neq \bot$ or $l < 0 \land RY_1(F, a, l', *, \{G\}) \neq \bot \land \exists l' \in \mathbb{Z} \ldots RY_1(F, a, l', *, \{G\}) \neq \bot$ or none of the previous clauses holds. From $E_1 \sim_{MB^1} E_2$, it follows that $RY_1(F_1, a, l, \tilde{b}, C) = RY_1(F_2, a, l, \tilde{b}, C)$.

### C.2 Congruence Property of $\sim_{MB^1}$

In this section we provide the proof of Theorem 12.4 which says that $\sim_{MB^1}$ is a congruence w.r.t. all the operators of EMPA$_{gr}$, and recursive constant definitions.
Proof of Theorem 12.4 The proof is similar to that of the corresponding Theorems 11.3 and 11.4 of Chapter 11 (presented in Appendix B.2) with some changes in the case of the alternative and parallel composition operators that we now show.

- Let \( \mathcal{B} \subseteq \mathcal{G}_1 \times \mathcal{G}_1 \) be a RYB-Markovian bisimulation of order 1 such that \((E_1, E_2) \in \mathcal{B}\). Given \( F \in \mathcal{G}_1 \), we prove that \( \mathcal{B}' = (\mathcal{B} \cup \{(E_1 + F, E_2 + F), (E_2 + F, E_1 + F)\})^+ \) is a RYB-Markovian bisimulation of order 1. Observed that \( \mathcal{B}' \) is an equivalence relation, we have two cases:

- If \((E_1 + F, E_2 + F) \in \mathcal{B}\), then \( \mathcal{B}' = \mathcal{B} \) and the result trivially follows.
- Assume that \((E_1 + F, E_2 + F) \notin \mathcal{B} \). Observed that

\[
\mathcal{G}_1/\mathcal{B}' = (\mathcal{G}_1/\mathcal{B} - \{[E_1 + F]_\mathcal{B}, [E_2 + F]_\mathcal{B}\}) \cup \{[E_1 + F]_\mathcal{B} \cup [E_2 + F]_\mathcal{B}\}
\]

let \((F_1, F_2) \in \mathcal{B}' \), \( a \in \text{AType} \), \( l \in \mathbb{Z} \), and \( C \in \mathcal{G}_1/\mathcal{B}' \).

* If \((F_1, F_2) \in \mathcal{B}\) and \( C = [E_1 + F]_\mathcal{B} \cup [E_2 + F]_\mathcal{B} \), then trivially \( \text{RYB}_1(F_1, a, l, C) = \text{RYB}_1(F_2, a, l, C) \).

* If \((F_1, F_2) \notin \mathcal{B}\) and \( C = [E_1 + F]_\mathcal{B} \cup [E_2 + F]_\mathcal{B} \), then for \( j \in \{1, 2\} \) we have:

\[
\begin{align*}
\text{Rate}_1(F_j, a, l, C) &= \text{Rate}_1(F_j, a, l, [E_1 + F]_\mathcal{B}) + \text{Rate}_1(F_j, a, l, [E_2 + F]_\mathcal{B}) \\
\text{Yield}_1(F_j, a, l, C) &= \text{Yield}_1(F_j, a, l, [E_1 + F]_\mathcal{B}) + \text{Yield}_1(F_j, a, l, [E_2 + F]_\mathcal{B}) \\
\text{Bonus}_1(F_j, a, l, C) &= \frac{\text{Rate}_1(F_j, a, l, [E_1 + F]_\mathcal{B})}{\text{Rate}_1(F_j, a, l, C)} \cdot \text{Bonus}_1(F_j, a, l, [E_1 + F]_\mathcal{B}) + \frac{\text{Rate}_1(F_j, a, l, [E_2 + F]_\mathcal{B})}{\text{Rate}_1(F_j, a, l, C)} \cdot \text{Bonus}_1(F_j, a, l, [E_2 + F]_\mathcal{B})
\end{align*}
\]

so \( \text{RYB}_1(F_1, a, l, C) = \text{RYB}_1(F_2, a, l, C) \).

* If \((F_1, F_2) \in \mathcal{B}' \) \( \notin \mathcal{B}\), i.e. \( F_1 \in [E_1 + F]_\mathcal{B} \) and \( F_2 \in [E_2 + F]_\mathcal{B} \), then for \( j \in \{1, 2\} \) we have

\[
\begin{align*}
\text{Rate}_1(F_j, a, l, C) &= \text{Rate}_1(F_j, a, l, C) + \text{Rate}_1(F, a, l, C) \\
\text{Yield}_1(F_j, a, l, C) &= \text{Yield}_1(F_j, a, l, C) + \text{Yield}_1(F, a, l, C) \\
\text{Bonus}_1(F_j, a, l, C) &= \frac{\text{Rate}_1(F_j, a, l, C)}{\text{Rate}_1(F_j, a, l, C)} \cdot \text{Bonus}_1(F_j, a, l, C) + \frac{\text{Rate}_1(F, a, l, C)}{\text{Rate}_1(F_j, a, l, C)} \cdot \text{Bonus}_1(F, a, l, C)
\end{align*}
\]

depending on whether \( \text{RYB}_1(E_j, a, l, C) \neq \bot \wedge \text{RYB}_1(F, a, l, C) \neq \bot \) or \( \text{RYB}_1(E_j, a, l, C) \neq \bot \).
\( \perp \land (l \geq 0 \land \text{RYB}_1(F, a, l, C) = \perp) \lor (l < 0 \land \forall l' \in \mathbb{Z}. l' \leq l \implies \text{RYB}_1(F, a, l', G_1) = \perp) \)

or \( \text{RYB}_1(F, a, l, C) \neq \perp \land (l \geq 0 \land \text{RYB}_1(E_j, a, l, C) = \perp) \lor (l < 0 \land \forall l' \in \mathbb{Z}. l' \leq l \implies \text{RYB}_1(E_j, a, l', G_1) = \perp) \) or none of the previous clauses holds. There are two cases:

\begin{itemize}
  \item If \( C \in G_1/B - \{[E_1 + F]_B, [E_2 + F]_B\} \), then from \( (E_1, E_2) \in B \) we derive \( \text{RYB}_1(F_1, a, l, C) = \text{RYB}_1(F_2, a, l, C) \).
  \item If \( C = [E_1 + F]_B \cup [E_2 + F]_B \), then for \( j \in \{1, 2\} \) we have

\[
\begin{align*}
\text{Rate}_1(E_j, a, l, C) &= \text{Rate}_1(E_j, a, l, [E_1 + F]_B) + \text{Rate}_1(E_j, a, l, [E_2 + F]_B) \\
\text{Yield}_1(E_j, a, l, C) &= \text{Yield}_1(E_j, a, l, [E_1 + F]_B) + \text{Yield}_1(E_j, a, l, [E_2 + F]_B) \\
\text{Bonus}_1(E_j, a, l, C) &= \frac{\text{Rate}_1(E_j, a, l, [E_1 + F]_B)}{\text{Rate}_1(E_j, a, l, C)} \cdot \text{Bonus}_1(E_j, a, l, [E_1 + F]_B) + \\
&\quad \frac{\text{Rate}_1(E_j, a, l, [E_2 + F]_B)}{\text{Rate}_1(E_j, a, l, C)} \cdot \text{Bonus}_1(E_j, a, l, [E_2 + F]_B)
\end{align*}
\]

Since \( (E_1, E_2) \in B \), it turns out that \( \text{RYB}_1(F_1, a, l, C) = \text{RYB}_1(F_2, a, l, C) \).

\end{itemize}

\begin{itemize}
  \item Given \( F \in G_1 \) and \( S \subseteq \text{AType} - \{\tau\} \), we prove that \( B' = B \cup \text{Id}_{G_1} \), where \( B = \{(E_1 \parallel_s F, E_2 \parallel_s F) \mid E_1 \sim_{\text{MB}} E_2\} \) and \( \text{Id}_{G_1} \) is the identity relation over \( G_1 \), is a \( \text{RYB} \)-Markovian bisimulation of order 1. Observed that \( B' \) is an equivalence relation and that either each of the terms of an equivalence class has \( \parallel_s F \) as outermost operator or none of them has, let \( (F_1, F_2) \in B' \), \( a \in \text{AType} \), \( l \in \mathbb{Z} \), and \( C \in G_1/B' \).

  \begin{itemize}
    \item If \( (F_1, F_2) \in \text{Id}_{G_1} \), then trivially \( \text{RYB}_1(F_1, a, l, C) = \text{RYB}_1(F_2, a, l, C) \).
    \item If \( (F_1, F_2) \in B \), then \( F_1 \equiv E_1 \parallel_s F \) and \( F_2 \equiv E_2 \parallel_s F \) where \( E_1 \sim_{\text{MB}} E_2 \).

      \begin{itemize}
        \item If none of the terms in \( C \) has \( \parallel_s F \) as outermost operator, then trivially \( \text{RYB}_1(F_1, a, l, C) = \perp = \text{RYB}_1(F_2, a, l, C) \).
        \item If each of the terms in \( C \) has \( \parallel_s F \) as outermost operator, given \( E \parallel_s G \in C \) it turns out that \( C = \{E' \parallel_s G \mid E' \in [E]_{\sim_{\text{MB}}} \} \).
          \begin{itemize}
            \item If \( a \notin S \), then for \( j \in \{1, 2\} \) we have that
          \end{itemize}
      \end{itemize}
  \end{itemize}
\end{itemize}
\[
Rate_1(F_j, a, l, C) = \begin{cases} 
Rate_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) + Rate_1(F, a, l, \{G\}) \\
Rate_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) \\
Rate_1(F, a, l, \{G\}) \\
\bot 
\end{cases}
\]

\[
Yield_1(F_j, a, l, C) = \begin{cases} 
Yield_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) + Yield_1(F, a, l, \{G\}) \\
Yield_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) \\
Yield_1(F, a, l, \{G\}) \\
\bot 
\end{cases}
\]

\[
Bonus_1(F_j, a, l, C) = \begin{cases} 
\frac{Rate_1(E_j, a, l, [E]_{\sim_{MB^1PV}})}{Rate_1(F_j, a, l, C)} \cdot Bonus_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) + \\
\frac{Rate_1(F, a, l, \{G\})}{Rate_1(F_j, a, l, C)} \cdot Bonus_1(F, a, l, \{G\}) \\
Bonus_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) \\
Bonus_1(F, a, l, \{G\}) \\
\bot 
\end{cases}
\]

depending on whether \( E_j \in [E]_{\sim_{MB^1PV}} \land F \equiv G \land RYB_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) \neq \bot \land RYB_1(F, a, l, \{G\}) \neq \bot \lor E_j \notin [E]_{\sim_{MB^1PV}} \land F \equiv G \land RYB_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) \neq \bot \land (l \geq 0 \lor (l < 0 \land \forall l' \in \mathbb{Z} \land l' < l \implies RYB_1(F, a, l', G_1) = \bot)) \lor E_j \in [E]_{\sim_{MB^1PV}} \land F \neq G \land RYB_1(F, a, l, \{G\}) \neq \bot \land (l \geq 0 \lor (l < 0 \land \forall l' \in \mathbb{Z} \land l' < l \implies RYB_1(E_j, a, l', [E]_{\sim_{MB^1PV}}) = \bot) \lor \text{none of the previous clauses holds. Since } E_1 \sim_{MB^1PV} E_2, \text{ it follows that } RYB_1(F_1, a, l, C) = RYB_1(F_2, a, l, C).

- If \( a \in S \) then, supposed

\[
*_{-l,w_{E_j,t}} = Rate_1(E_j, a, l, [E]_{\sim_{MB^1PV}}) \\
*_{-l,w_{E_j,t,\text{tot}}} = Rate_1(E_j, a, l, G_1) \\
*_{-l,w_{F,t}} = Rate_1(F, a, l, \{G\}) \\
*_{-l,w_{F,t,\text{tot}}} = Rate_1(F, a, l, G_1)
\]

for \( l \in \mathbb{Z} \) and

\[
N_{l_1, l_2} = \begin{cases} 
w_{E_j,l_1,\text{tot}} + w_{F,l_2,\text{tot}} & \text{if } l_1 = l_2 \\
w_{E_j,l_1,\text{tot}} & \text{if } l_1 > l_2 \\
w_{F,l_2,\text{tot}} & \text{if } l_2 > l_1 
\end{cases}
\]

we have that for \( j \in \{1, 2\} \)
\[
\text{Rate}_1(F_j, a, l, C) = \begin{cases} \\
\text{Rate}_1(E_j, a, l, [E]_{~MBRYB}) \cdot w_{F,l} / w_{F,l,\text{tot}} + \\
\text{Rate}_1(F, a, l, \{G\}) \cdot w_{E_j,l''} / w_{E_j,l'',\text{tot}} \\
\text{Rate}_1(E_j, a, l, [E]_{~MBRYB}) \cdot w_{F,l} / w_{F,l,\text{tot}} \\
\text{Rate}_1(F, a, l, \{G\}) \cdot w_{E_j,l''} / w_{E_j,l'',\text{tot}} \\
\text{Yield}_1(F_j, a, l, \{E\}_{~MBRYB}) \cdot w_{F,l} / w_{F,l,\text{tot}} + \\
\text{Yield}_1(F, a, l, \{G\}) \cdot w_{E_j,l''} / w_{E_j,l'',\text{tot}} \\
\text{Yield}_1(E_j, a, l, [E]_{~MBRYB}) \cdot w_{F,l} / w_{F,l,\text{tot}} + \\
\text{Yield}_1(F, a, l, \{G\}) \cdot w_{E_j,l''} / w_{E_j,l'',\text{tot}} \\
\text{Bonus}_1(F_j, a, l, C) = \begin{cases} \\
\text{Rate}_1(E_j, a, l, [E]_{~MBRYB}) \cdot w_{F,l} / w_{F,l,\text{tot}} \\
\text{Rate}_1(F, a, l, \{G\}) \cdot w_{E_j,l''} / w_{E_j,l'',\text{tot}} \\
\text{Bonus}_1(E_j, a, l, [E]_{~MBRYB}) \\
\text{Bonus}_1(F, a, l, \{G\}) \\
\text{*} \\
\perp \\
\end{cases}
\end{cases}
\]

depending on whether \( l \geq 0 \land \text{RYB}_1(E_j, a, l, [E]_{~MBRYB}) \neq \perp \land \exists l' \in \mathbb{Z}. \text{RYB}_1(F, a, l', \{G\}) \neq \perp \land \exists l'' \in \mathbb{Z}. \text{RYB}_1(E_j, a, l'', [E]_{~MBRYB}) \neq \perp \lor l \geq 0 \land \text{RYB}_1(E_j, a, l, [E]_{~MBRYB}) \neq \perp \land \exists l'' \in \mathbb{Z}. \text{RYB}_1(F, a, l'', \{G\}) \neq \perp \land \forall l'' \in \mathbb{Z}. \text{RYB}_1(E_j, a, l'', [E]_{~MBRYB}) \neq \perp \land \exists l'' \in \mathbb{Z}. \text{RYB}_1(F, a, l'', \{G\}) \neq \perp \land \forall l'' \in \mathbb{Z}. \text{RYB}_1(E_j, a, l'', [E]_{~MBRYB}) = \perp \lor l < 0 \land \exists l_1, l_2 \in \mathbb{Z}. \text{RYB}_1(E_j, a, l_1, [E]_{~MBRYB}) \neq \perp \land \text{RYB}_1(F, a, l_2, \{G\}) \neq \perp \land -l = \max(-l_1, -l_2) \) or none of the previous clauses holds.

From \( E_1 \sim_{MBRYB} E_2 \), it follows that \( \text{RYB}_1(F_1, a, l, C) = \text{RYB}_1(F_2, a, l, C) \).
Appendix D

Technical Machinery for Chapter 13

In this appendix we present the proof of the two main results of Chapter 13: the congruence property of \( \sim_{\text{GSMBE}} \) with respect to all the operators of GSMPA and with respect to recursive definitions.

D.1 Congruence Property of \( \sim_{\text{GSMBE}} \) w.r.t. GSMPA Operators

In this section we provide the proof of Theorem 13.1 that says that \( \sim_{\text{GSMBE}} \) is a congruence w.r.t. all the operators of GSMPA. In order to do that, we introduce, after some preliminary definitions, a lemma from which it derives directly.

We extend the functions hide, relab, left and right of Chapter 13 to the consistent location associations \( \psi \in \Psi \).

**Definition D.1** Given a consistent location association \( \psi \in \Psi \), we define the functions hide : \( \Psi \times \mathcal{P}(\mathcal{A}\text{Type}) \rightarrow \Psi \) and relab : \( \Psi \times \mathcal{A}\text{Fun} \rightarrow \Psi \) as follows:

- \( \text{hide}(\psi, L) = \{(a_{\text{vlc}}^{n}, a_{\text{vloc}}^{n}) \mid (a_{\text{vloc}}^{n}, a_{\text{vloc}}^{n}) \in \psi \land a \in L\} \cup \{(a_{\text{vloc}}^{n}, a_{\text{vloc}}^{n}) \in \psi \land a / \in L\} \)

- \( \text{relab}(\psi, \varphi) = \{(\varphi(a)_{\text{vlc}}, \varphi(a)_{\text{vloc}}) \mid (a_{\text{vloc}}^{n}, a_{\text{vloc}}^{n}) \in \psi\} \)

We denote with \( \psi_\epsilon \) a relation over \( \text{AVId} \cup \{\epsilon\} \) such that \( \psi_\epsilon \cap \text{AVId} \times \text{AVId} = \psi \in \Psi \) and \( \text{dom}(\psi) \cap \psi_\epsilon^{-1}(\epsilon) = \text{range}(\psi) \cap \psi_\epsilon(\epsilon) = \emptyset \), where \( \epsilon \) represents an “empty” location. We denote with \( \Psi_\epsilon \) the set of all relations \( \psi_\epsilon \).

**Definition D.2** Given a consistent location association \( \psi \in \Psi \), we define the functions left : \( \Psi \rightarrow \Psi_\epsilon \) and right : \( \Psi \rightarrow \Psi_\epsilon \) as follows:

- \( \text{left}(\psi) = \{(\text{left}(a_{\text{loc}}^{n}), \text{left}(a_{\text{loc}}^{n})) \mid (a_{\text{loc}}^{n}, a_{\text{loc}}^{n}) \in \psi\} - \{\epsilon, \epsilon\} \)

  where:

  \[
  \text{left}(a_{\text{loc}}^{n}) = \begin{cases} 
  \epsilon & \text{if } \text{left}(\{a_{\text{loc}}^{n}\}) = \emptyset \\
  a_{\text{loc}}^{n} & \text{if } \text{left}(\{a_{\text{loc}}^{n}\}) = \{a_{\text{loc}}^{n}\}
  \end{cases}
  \]
The proofs of the 5 items are the following.

- \( \text{right}(\psi) = \{(\text{right}(a^v_{\text{loc}}), \text{right}(a^v_{\text{loc'}})) \mid (a^v_{\text{loc}'}, a^v_{\text{loc}}) \in \psi\} - \{\epsilon, \epsilon\} \)

where:

\[
\text{right}(a^v_{\text{loc}}) = \begin{cases} 
\epsilon & \text{if } \text{right}([a^v_{\text{loc}}]) = \emptyset \\
a^v_{\text{loc}'} & \text{if } \text{right}([a^v_{\text{loc}}]) = [a^v_{\text{loc}'}]
\end{cases}
\]

\[\text{Lemma D.1} \quad \text{Let } E_1, E_2 \in \mathcal{G} \text{ and } \text{Exec}_1, \text{Exec}_2 \subseteq \text{AVId}. \text{ Then:}\

(i) For every \(<a^v_n, w> \in LAct,\) 
- \(E_1, \emptyset \sim_{\text{GSMBF}, \emptyset} E_2, \emptyset \Rightarrow \langle a^v_n, w \rangle . E_1, \{a^v_n\} \sim_{\text{GSMBF}, \{a^v_n, a^v_n\}} \langle a^v_n, w \rangle . E_2, \{a^v_n\} \)
- \(\langle a^v_n, w \rangle . E_1, \{a^v_n\} \sim_{\text{GSMBF}, \{a^v_n, a^v_n\}} \langle a^v_n, w \rangle . E_2, \{a^v_n\} \Rightarrow\)
  \(\langle a^v_n, w \rangle . E_1, \emptyset \sim_{\text{GSMBF}, \emptyset} \langle a^v_n, w \rangle . E_2, \emptyset \)

(ii) For every \(L \subseteq \text{ATYPE},\)
- \(\langle E_1, \text{Exec}_1 \rangle \sim_{\text{GSMBF}, \emptyset} \langle E_2, \text{Exec}_2 \rangle \Rightarrow\)
  \(\langle E_1 / L, \text{hide}(\text{Exec}_1, L) \rangle \sim_{\text{GSMBF}, \text{hide}(\psi, L)} \langle E_2 / L, \text{hide}(\text{Exec}_2, L) \rangle \)

(iii) For every \(\varphi \in \text{ARFun},\)
- \(\langle E_1, \text{Exec}_1 \rangle \sim_{\text{GSMBF}, \emptyset} \langle E_2, \text{Exec}_2 \rangle \Rightarrow\)
  \(\langle E_1[\varphi], \text{relab}(\text{Exec}_1, \varphi) \rangle \sim_{\text{GSMBF}, \text{relab}(\psi, \varphi)} \langle E_2[\varphi], \text{relab}(\text{Exec}_2, \varphi) \rangle \)

(iv) For every \(F \in \mathcal{G},\)
- \(\langle E_1, \emptyset \rangle \sim_{\text{GSMBF}, \emptyset} \langle E_2, \emptyset \rangle \Rightarrow \langle E_1 + F, \emptyset \rangle \sim_{\text{GSMBF}, \emptyset} \langle E_2 + F, \emptyset \rangle \)

(v) For every \(F \in \mathcal{G} \text{ and } S \subseteq \text{ATYPE},\)
- \(\langle E_1, \text{left}(\text{Exec}_1) \rangle \sim_{\text{GSMBF}, \text{left}(\psi)} \langle E_2, \text{left}(\text{Exec}_2) \rangle \Rightarrow \langle E_1 || S F, \text{Exec}_1 \rangle \sim_{\text{GSMBF}, \emptyset} \langle E_2 || S F, \text{Exec}_2 \rangle \)

\textbf{Proof:} The proofs of the 5 items are the following.

(i) \textbf{Proof of the first part.} Let \(E_1, E_2 \in \mathcal{G} \text{ be such that } \langle E_1, \emptyset \rangle \sim_{\text{GSMBF}, \emptyset} \langle E_2, \emptyset \rangle.\)

Let \(B\) be a strong GSMBF such that \(\langle \langle E_1, \emptyset \rangle, \langle E_2, \emptyset \rangle \rangle \in B_\emptyset.\) Given \(<a^v_n, w> \in LAct,\) we prove that \(B' = \{B'_\psi \mid \psi \in \Psi\} \) where

- \(B'_{\langle a^v_n, a^v_n \rangle} = (B_{\langle a^v_n, a^v_n \rangle} \cup \{(a^v_n, w > . E_1, \{a^v_n\}), (a^v_n, w > . E_2, \{a^v_n\})\},\)

- \(\{(a^v_n, w > . E_2, \{a^v_n\}), (a^v_n, w > . E_1, \{a^v_n\})\})^+\)

is a strong GSMBF. Once easily observed that \(B'\) satisfies the first three conditions of the definition of strong GSMBF, we have two cases.
Appendix D. Technical Machinery for Chapter 13 407

Proof of the second part.

Let \( E_1, E_2 \in \mathcal{G} \) and \( <a_n^w,w> \in \text{LAct} \) be such that \( <a_n^w,w>.E_1, \{a_n^w\} \sim_{\text{GSMBF},\{a_n^w\}} <a_n^w,w>.E_2, \{a_n^w\}) \).

Let \( \mathcal{B} \) be a strong GSMBF such that \( \langle <a_n^w,w>.E_1, \{a_n^w\}) \rangle, \langle <a_n^w,w>.E_2, \{a_n^w\}) \rangle \in \mathcal{B}_{\langle(a_n^w,a_n^w)\rangle}  \). The proof that \( \mathcal{B}' = \mathcal{B}'_\psi \mid \psi \in \Psi \) where
is a strong GSMBF is similar to the one just presented. The main differences are the following ones.

Let \((s_1, s_2) \in \mathcal{B}_\psi\). Considered \((C_1, C_2) \in \text{strel}(\mathcal{B}', \psi)\) in the last subcase (where \((s_1, s_2) \in \mathcal{B}_\psi - \mathcal{B}_0\)) the result follows from the fact that for \(j \in \{1, 2\}\) we have:

\[
\text{tw}
\begin{array}{ll}
\text{tw}(s_j, C_j) = \frac{w}{\text{if } C_j = ((<a_{n_1}^j, w>.E_j, \{a_{n_1}^j\}))^\text{stmap}(\mathcal{B}, \emptyset)} & 0 \text{ otherwise}
\end{array}
\]

Since \(((<a_{n_1}^j, w>.E_1, \{a_{n_1}^j\}), (<a_{n_2}^j, w>.E_2, \{a_{n_2}^j\})) \in \mathcal{B}_{0, a_n}^\text{strel} \Rightarrow ((<a_{n_1}^j, w>.E_1, \{a_{n_1}^j\}), (<a_{n_2}^j, w>.E_2, \{a_{n_2}^j\})) \in \text{stmap}(\mathcal{B}', \emptyset)\), it turns out that \text{tw}(s_1, C_1) = \text{tw}(s_2, C_2).

Considered \((C_1, C_2) \in \text{terel}(\mathcal{B}', \psi)\) in the last subcase (where \((s_1, s_2) \in \mathcal{B}_\psi - \mathcal{B}_0\)) the result follows from the fact that for \(j \in \{1, 2\}\) we have trivially \text{ter}(s_j, C_j) = \text{False}.

(ii) Given \(L \subseteq \text{AType}\), we consider the family of relations:

\[
\mathcal{B}_\psi = \{(E_1/L, \text{hid}(\text{Exec}_1, L)), (E_2/L, \text{hid}(\text{Exec}_2, L)) \mid \exists \psi', \psi = \text{hid}(\psi', L) \land (E_1, \text{Exec}_1) \sim_{\text{GSMBF}, \psi'} (E_2, \text{Exec}_2)\}
\]

We prove that \(\mathcal{B}' = \{\mathcal{B}'_\psi \mid \psi \in \Psi\}\) where

\[
\begin{align*}
- \mathcal{B}'_\text{exec} &= \mathcal{B}_\text{exec} \cup I_{\{(E, \text{Exec}) \in \text{Lab}S \cup E \not\in \mathcal{V}\}} & \forall \text{Exec} \subseteq \text{AVId} \\
- \mathcal{B}'_\psi &= \mathcal{B}_\psi & \forall \psi \neq I_{\text{exec}}
\end{align*}
\]

is a strong GSMBF. Once easily observed that \(\mathcal{B}'\) satisfies the first three conditions of the definition of strong GSMBF, let \((s_1, s_2) \in \mathcal{B}'_\psi\). For each \((C_1, C_2) \in \text{strel}(\mathcal{B}', \psi)\) we have the following cases.

- If \(\psi = I_{\text{Exec}}\) and \((s_1, s_2) \in I_{\{(E, \text{Exec}) \in \text{Lab}S \cup E \not\in \mathcal{V}\}}\), we have \(C_1 = C_2\) because \(\text{strel}(\mathcal{B}', I_{\text{Exec}})\) is an equivalence relation, hence trivially: \(\text{tw}(s_1, C_1) = \text{tw}(s_2, C_2)\).

- If \((s_1, s_2) \in \mathcal{B}_\psi\), then \(s_1 \equiv (E_1/L, \text{hid}(\text{Exec}_1, L))\) and \(s_2 \equiv (E_2/L, \text{hid}(\text{Exec}_2, L))\) where \((E_1, \text{Exec}_1) \sim_{\text{GSMBF}, \psi'} (E_2, \text{Exec}_2)\) with \(\psi = \text{hid}(\psi', L)\). We have two cases.
  
  * None of the states of \(C_1\) and \(C_2\) has \(\sim_L\) as outermost operator, then trivially: \(\text{tw}(s_1, C_1) = 0 = \text{tw}(s_2, C_2)\).
  
  * Each of the states of \(C_1\) and \(C_2\) has \(\sim_L\) as outermost operator. For \(j \in \{1, 2\}\) we define \(C'_j = \{(E'_j, \text{Exec}'_j) \mid (E'_j/L, \text{hid}(\text{Exec}'_j, L)) \in C_j\}\). From the definition of \(\mathcal{B}'\) we derive that there exists \(\psi'' \in \Psi\) with \(\psi = \text{hid}(\psi'', L)\) such that, defined \(\text{Exec}'_1 = \text{dom}(\psi'')\) and \(\text{Exec}'_2 = \text{range}(\psi'')\), for \(j \in \{1, 2\}\) it turns out:
    
    \[
    C'_j = \{(E'_j/L, \text{hid}(\text{Exec}'_j, L)) \mid (E'_j/L, \text{hid}(\text{Exec}'_j, L)) \in C_j\}.
    \]

    Thus for \(j \in \{1, 2\}\) we have

\[- \mathcal{B}'_\psi = \mathcal{B}_\psi \quad \forall \psi \neq I_{\text{exec}}
\]
For each $(C_1, C_2) \in \text{terel}(B', \psi)$ we have the following cases.

- If $\psi = I_{\text{Exec}}$ and $(s_1, s_2) \in I_{\{(E, \text{Exec}) \in \text{LabS} | E \in \Psi\}}$, we have $C_1 = C_2$ because $\text{terel}(B', I_{\text{Exec}})$ is an equivalence relation, hence trivially: $\text{ter}(s_1, C_1) = \text{ter}(s_2, C_2)$.

- If $(s_1, s_2) \in B_{\phi}$, then $s_1 \equiv \langle E_1/L, \text{hide}(\text{Exec}_1, L) \rangle$ and $s_2 \equiv \langle E_2/L, \text{hide}(\text{Exec}_2, L) \rangle$ where $\langle E_1, \text{Exec}_1 \rangle \sim_{\text{GSMBF}, \psi'} \langle E_2, \text{Exec}_2 \rangle$ with $\psi = \text{hide}(\psi', L)$. We have two cases.

  * None of the states of $C_1$ and $C_2$ has “/L” as outermost operator, then trivially: $\text{ter}(s_1, C_1) = \text{False} = \text{ter}(s_2, C_2)$.

  * Each of the states of $C_1$ and $C_2$ has “/L” as outermost operator. For $j \in \{1, 2\}$ we define $C'_j = \{\langle E'_j, \text{Exec}'_j \rangle | \langle E'_j/L, \text{hide}(\text{Exec}'_j, L) \rangle \in C_j\}$. From the definition of $B'$ we derive that there exists $n_{\text{ter}} \subset \text{dom}(\psi)$ and $\psi'' \in \Psi$ with $\psi|_{n_{\text{ter}}} = \text{hide}(\psi'', L)$ such that, defined $n_{\text{ter}1} = \text{dom}(\psi'')$ and $n_{\text{ter}2} = \text{range}(\psi'')$, for $j \in \{1, 2\}$ it turns out:
  
  \[ C_j = \{\langle E''_j/L, \text{hide}(n_{\text{ter}1}, L) \rangle | \langle E''_j, n_{\text{ter}2} \rangle \in C'_j\} \]

  Thus for $j \in \{1, 2\}$ we have

  \[ \text{ter}(s_j, C_j) = \begin{cases} 
  \text{ter}(\langle E_j, \text{Exec}_j \rangle, C'_j) & \text{if } \psi'' \subset \psi' \\
  0 & \text{otherwise}
  \end{cases} \]

In the case of $\psi'' \subset \psi'$ the result derives from the following considerations.

- If $C'_1 \neq \emptyset$ and $C'_2 \neq \emptyset$ then from the definition of $B'$ we derive that $(C'_1, C'_2) \in \text{terel}(\sim_{\text{GSMBF}, \psi'})$. From $\langle E_1, \text{Exec}_2 \rangle \sim_{\text{GSMBF}, \psi'} \langle E_2, \text{Exec}_2 \rangle$ it follows that $\text{ter}(s_1, C_1) = \text{ter}(s_2, C_2)$.

- If $C'_1 = \emptyset$ and $C'_2 \neq \emptyset$ then from the definition of $B'$ we derive that there exists $C''_2$ such that $C'_2 \subset C''_2$ and $(\emptyset, C''_2) \in \text{terel}(\sim_{\text{GSMBF}, \psi'})$. Therefore $\text{ter}(s_2, C'_2) = \text{False}$. It follows $\text{ter}(s_1, C_1) = \text{False} = \text{ter}(s_2, C_2)$. For $C'_1 \neq \emptyset$ and $C'_2 = \emptyset$ we follow a symmetric argument.
Given \( \varphi \in ARFun \), we consider the family of relations:

\[
B_{\varphi} = \left\{ \langle \langle E_1 \mid \varphi \rangle, \text{relab}(Exec_1, \varphi) \rangle, \langle E_2 \mid \varphi \rangle, \text{relab}(Exec_2, \varphi) \rangle \mid \exists \psi'. \psi = \text{relab}(\psi', \varphi) \land \langle E_1, Exec_1 \rangle \right. \\
\left. \sim_{\text{GSMBF, } \psi'} \langle E_2, Exec_2 \rangle \right\}
\]

The proof that \( B' = \{ B'_{\varphi} \mid \psi \in \Psi \} \) where

\[
- B'_{\text{Eexec}} = B_{\text{Eexec}} \cup I(E, Exec) \in \text{LabS} \mid E \in \Psi \quad \forall \text{ Exec } \subseteq \text{ AVId}
\]

\[
- B'_{\psi} = B_{\psi} \quad \forall \psi \neq I_{\text{Eexec}}
\]

is a strong GSMBF is completely analogous to the one developed in (ii).

Let \( E_1, E_2 \in G \) be such that \( \langle E_1, \emptyset \rangle \sim_{\text{GSMBF, } \emptyset} \langle E_2, \emptyset \rangle \)

Let \( B \) be a strong GSMBF such that \( \langle \langle E_1 \mid \emptyset \rangle, \langle E_2 \mid \emptyset \rangle \rangle \in B_0 \). Given \( F \in G \), the proof that \( B' = \{ B'_{\psi} \mid \psi \in \Psi \} \) where

\[
- B'_{\emptyset} = (B_0 \cup \{ \langle \langle E_1 + F, \emptyset \rangle, \langle E_2 + F, \emptyset \rangle \rangle, \langle \langle E_2 + F, \emptyset \rangle, \langle E_1 + F, \emptyset \rangle \rangle \})^+
\]

\[
- B'_{\psi} = B_{\psi} \quad \forall \psi \neq \emptyset
\]

is a strong GSMBF similar to the one developed in the first part of (i). The main differences are the following ones. Let \((s_1, s_2) \in B'_{\psi} \). Considered \( (C_1, C_2) \in \text{strel}(B', \emptyset) \) in the last subcase (where \((s_1, s_2) \in B'_{\emptyset} - B_0\)) the result follows from the fact that for \( j \in \{1, 2\} \) we have:

\[
tweight(s_j, C_j) = tweight(\langle E_j, \emptyset \rangle, C_j) + tweight(\langle F, \emptyset \rangle, C_j)
\]

Since \( (C_1, C_2) \in \text{strel}(B, \emptyset) \) then from \( \langle \langle E_1, \emptyset \rangle, \langle E_2, \emptyset \rangle \rangle \in B_0 \) we derive \( tweight(\langle E_1, \emptyset \rangle, C_1) = tweight(\langle E_2, \emptyset \rangle, C_2) \). Moreover since \text{stmap}(B, \emptyset) \) is an equivalence relation we have \( C_1 = C_2 \), hence \( tweight(\langle F, \emptyset \rangle, C_1) = tweight(\langle F, \emptyset \rangle, C_2) \). It turns out \( tweight(s_1, C_1) = tweight(s_2, C_2) \).

Considered \( (C_1, C_2) \in \text{terel}(B', \psi) \) in the last subcase (where \((s_1, s_2) \in B'_{\emptyset} - B_0\)) the result follows from the fact that for \( j \in \{1, 2\} \) we have trivially \( \text{ter}(s_j, C_j) = \text{False} \).

Given \( S \subseteq \text{AType} \), we consider the family of relations:

\[
B_{\psi} = \left\{ \langle \langle E_1 \parallel S F, Exec_1 \rangle, \langle E_2 \parallel S F, Exec_2 \rangle \rangle \mid \forall E_1 = \text{dom}(\psi) \land \text{Exec}_2 = \text{range}(\psi) \land I_{\text{right}(\text{Exec}_1)} = \text{right}(\psi) \land F \in G \land \langle E_1, \text{left}(\text{Exec}_1) \rangle \sim_{\text{GSMBF, left(\psi)}} \langle E_2, \text{left}(\text{Exec}_2) \rangle \right\}
\]

The proof that \( B' = \{ B'_{\psi} \mid \psi \in \Psi \} \) where

\[
- B'_{\text{Eexec}} = B_{\text{Eexec}} \cup I(E, Exec) \in \text{LabS} \mid E \in \Psi \quad \forall \text{ Exec } \subseteq \text{ AVId}
\]

\[
- B'_{\psi} = B_{\psi} \quad \forall \psi \neq I_{\text{Eexec}}
\]

is a strong GSMBF is similar to the one developed in (ii). The main differences are the following ones. Let \((s_1, s_2) \in B_0 \), then \( s_1 \equiv \langle E_1 \parallel S F, \text{Exec}_1 \rangle \) and \( s_2 \equiv \langle E_2 \parallel S F, \text{Exec}_2 \rangle \) where \( \langle E_1, \text{left}(\text{Exec}_1) \rangle \sim_{\text{GSMBF, left(\psi)}} \langle E_2, \text{left}(\text{Exec}_2) \rangle \) with \( \text{right}(\text{Exec}_1) = \text{right}(\text{Exec}_2) \). Considered \((C_1, C_2) \in \text{strel}(B', \psi)\)
we prove the result in the subcase where each of the states of $C_1$ and $C_2$ has \( \ldots \|S \ldots \) as outermost operator. For $j \in \{1, 2\}$ we define $C_j' = \{ \langle E_j', \text{left}(\text{Exec}_j') \rangle \mid \langle E_j', \text{left}(\text{Exec}_j) \rangle \in C_j \}$. From the definition of $B'$ and of $\text{strel}(B', \psi)$, we derive that there are three cases for the structure of the sets $C_1$ and $C_2$.

- There exists $G \in \mathcal{G}$, $a \in \text{AType}$ and $v \in \text{AVis}$ with $a \notin S$ or $v = h$ such that for $j \in \{1, 2\}$ it turns out:
  \[
  C_j = \{ \langle E_j' \parallel S G, \text{Exec}_j \cup \{a'_{\text{loc}}\} \rangle \mid \langle E_j', \text{left}(\text{Exec}_j) \rangle \in C_j' \}
  \]
  Thus for $j \in \{1, 2\}$ we have
  \[
  \text{tweight}(s_j, C_j) = \begin{cases} 
  \text{tweight}(\langle E_j, \text{left}(\text{Exec}_j) \rangle, C_j') & \text{if } F \equiv G \\
  0 & \text{otherwise}
  \end{cases}
  \]
  In the case of $F \equiv G$ the result derives from the following considerations.
  * If $C_1' \neq \emptyset$ and $C_2' \neq \emptyset$ then from the definition of $B'$ we derive that $(C_1', C_2') \in \text{strel}(\sim \text{GSMBF}, \text{left}(\psi))$. From $(E_1, \text{left}(\text{Exec}_1)) \sim \text{GSMBF}, \text{left}(\psi)$ $(E_2, \text{left}(\text{Exec}_2))$ it follows that $\text{tweight}(s_1, C_1) = \text{tweight}(s_2, C_2)$.
  * If $C_1' = \emptyset$ and $C_2' \neq \emptyset$ then from the definition of $B'$ we derive that there exists $C_2''$ such that $C_2' \subseteq C_2''$ and $(\emptyset, C_2'') \in \text{strel}(\sim \text{GSMBF}, \text{left}(\psi))$. Therefore $\text{tweight}(s_2, C_2') = 0$. It follows $\text{tweight}(s_1, C_1) = 0 = \text{tweight}(s_2, C_2)$. For $C_1' \neq \emptyset$ and $C_2' = \emptyset$ we follow a symmetric argument.

- There exists $G \in \mathcal{G}$, $\text{loc} \in \text{Loc}$, $a \in \text{AType}$ and $v \in \text{AVis}$ with $a \notin S$ or $v = h$ such that for $j \in \{1, 2\}$ it turns out:
  \[
  C_j = \{ \langle E_j' \parallel S G, E_{\text{Exec}_j} \cup \{a'_{\text{loc}}, v_{\text{loc}}\} \rangle \mid \langle E_j', \text{left}(\text{Exec}_j) \rangle \in C_j' \}
  \]
  Thus for $j \in \{1, 2\}$ we have
  \[
  \text{tweight}(s_j, C_j') = \begin{cases} 
  \text{tweight}((F, \text{right}(\text{Exec}_j)), \{ (G, \text{right}(\text{Exec}_j) \cup \{a'_{\text{loc}}\}) \}) & \text{if } \langle E_j, \text{left}(\text{Exec}_j) \rangle \in C_j' \\
  0 & \text{otherwise}
  \end{cases}
  \]
  The result derives from the following considerations.
  * If $C_1' \neq \emptyset$ and $C_2' \neq \emptyset$ then from the definition of $B'$ we derive that $(C_1', C_2') \in \text{crel}(\sim \text{GSMBF}, \text{left}(\psi))$. From $\text{right}(\text{Exec}_1) = \text{right}(\text{Exec}_2)$ and $(E_1, \text{left}(\text{Exec}_1)) \sim \text{GSMBF}, \text{left}(\psi)$ $(E_2, \text{left}(\text{Exec}_2))$ it follows that $\text{tweight}(s_1, C_1) = \text{tweight}(s_2, C_2)$.
  * If $C_1' = \emptyset$ and $C_2' \neq \emptyset$ then from the definition of $B'$ we derive that there exists $C_2''$ such that $C_2' \subseteq C_2''$ and $(\emptyset, C_2'') \in \text{crel}(\sim \text{GSMBF}, \text{left}(\psi))$. Since $(E_1, \text{left}(\text{Exec}_1)) \sim \text{GSMBF}, \text{left}(\psi)$ $(E_2, \text{left}(\text{Exec}_2))$ then $(E_2, \text{left}(\text{Exec}_2)) \notin C_2''$. It follows $\text{tweight}(s_1, C_1) = 0 = \text{tweight}(s_2, C_2)$. For $C_1' \neq \emptyset$ and $C_2' = \emptyset$ we follow a symmetric argument.

- There exists $G \in \mathcal{G}$, $\text{loc} \in \text{Loc}$ and $a \in \text{AType}$ with $a \in S$ such that for $j \in \{1, 2\}$ it turns out:
  \[
  C_j = \{ \langle E_j' \parallel S G, E_{\text{Exec}_j} \cup \{a'_{\text{loc'}(\text{loc})} \rangle \rangle \mid \langle E_j', \text{left}(\text{Exec}_j) \rangle \in C_j' \}
  \]
Thus for \( j \in \{1, 2\} \) we have

\[
tweight(s_j, C_j) = tweight((E_j, \text{left}(\text{Exec}_j)), C_j') \cdot tweight((F, \text{right}(\text{Exec}_j)), \{G, \text{right}(\text{Exec}_j) \cup \{a_{\text{loc}}\}\})
\]

Since \( \text{right}(\text{Exec}_1) = \text{right}(\text{Exec}_2) \) it is sufficient to prove that \( tweight((E_1, \text{left}(\text{Exec}_1)), C_1') = tweight((E_2, \text{left}(\text{Exec}_2)), C_2') \) by following the same argument as the first subcase. It follows \( tweight(s_1, C_1) = tweight(s_2, C_2) \).

Considered \( (C_1, C_2) \in \text{terel}(B', \psi) \) we prove the result in the subcase where each of the states of \( C_1 \) and \( C_2 \) has “\( \cdot \)” as outermost operator. For \( j \in \{1, 2\} \) we define \( C_j' = \{(E_j', \text{left}(\text{Exec}_j')) | (E_j' \parallel G, \text{Exec}_j')\} \). From the definition of \( B' \) and of \( \text{terel}(B', \psi) \), we derive that there are three cases for the structure of the sets \( C_1 \) and \( C_2 \).

- There exists \( G \in \mathcal{G} \), \( \text{ter}_i \) nonempty subset of \( \text{dom}(\psi) \) with \( \text{right}(\text{ter}_i) = \emptyset \) such that, defined \( \text{ter}_2 = \psi(\text{ter}_i) \) (\( \text{right}(\text{ter}_i) = \emptyset \) implies \( \text{right}(\text{ter}_2) = \emptyset \) since \( \text{right}(\psi) = I_{\text{right}(\text{Exec}_1)} \)), for \( j \in \{1, 2\} \) it turns out:
  \[
  C_j = \{(E_j' \parallel G, \text{Exec}_j - \text{ter}_x) | (E_j', \text{left}(\text{Exec}_j) - \text{left}(\text{ter}_x)) \in C_j'\}
  \]

  Thus for \( j \in \{1, 2\} \) we have
  \[
  \text{ter}(s_j, C_j) = \begin{cases} 
  \text{ter}(E_j, \text{left}(\text{Exec}_j)), C_j' & \text{if } F \equiv G \\
  0 & \text{otherwise}
  \end{cases}
  \]

  In the case of \( F \equiv G \) the result derives from the following considerations.

  - If \( C_1' \neq \emptyset \) and \( C_2' \neq \emptyset \) then from the definition of \( B' \) we derive that \( (C_1', C_2') \in \text{terel}(\sim_{\text{GSMBF}}, \text{left}(\psi)) \). From \( (E_1, \text{left}(\text{Exec}_1)) \sim_{\text{GSMBF}, \text{left}(\psi)} (E_2, \text{left}(\text{Exec}_2)) \) it follows that \( \text{ter}(s_1, C_1) = \text{ter}(s_2, C_2) \).

  - If \( C_1' = \emptyset \) and \( C_2' \neq \emptyset \) then from the definition of \( B' \) we derive that there exists \( C_2'' \) such that \( C_2' \subseteq C_2'' \) and \( (\emptyset, C_2'') \in \text{terel}(\sim_{\text{GSMBF}}, \text{left}(\psi)) \). Therefore \( \text{ter}(s_2, C_2') = \text{False} \). It follows \( \text{ter}(s_1, C_1) = \text{False} = \text{ter}(s_2, C_2) \). For \( C_1' \neq \emptyset \) and \( C_2' = \emptyset \) we follow a symmetric argument.

- There exists \( G \in \mathcal{G} \), \( \text{ter}_i \) nonempty subset of \( \text{dom}(\psi) \) with \( \text{left}(\text{ter}_i) = \emptyset \) such that, defined \( \text{ter}_2 = \psi(\text{ter}_i) \) (\( \text{left}(\text{ter}_i) = \emptyset \) implies \( \text{left}(\text{ter}_2) = \emptyset \) since \( \text{right}(\psi) = I_{\text{right}(\text{Exec}_1)} \)), for \( j \in \{1, 2\} \) it turns out:
  \[
  C_j = \{(E_j' \parallel G, \text{Exec}_j - \text{ter}_x) | (E_j', \text{left}(\text{Exec}_j)) \in C_j'\}
  \]

  Thus for \( j \in \{1, 2\} \) we have
  \[
  \text{ter}(s_j, C_j) = \begin{cases} 
  \text{ter}((F, \text{right}(\text{Exec}_j)), \{G, \text{right}(\text{Exec}_j) - \text{right}(\text{ter}_j)\}) & \text{if } (E_j, \text{left}(\text{Exec}_j)) \in C_j' \\
  0 & \text{otherwise}
  \end{cases}
  \]

  The result derives from the following considerations.
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• If \( C_1' \neq \emptyset \) and \( C_2' \neq \emptyset \) then from the definition of \( B' \) we derive that \( (C_1', C_2') \in \text{crel}(\sim_{\text{GSMBF}, \text{left}(\psi)}) \). From \( \text{right}(\text{Exec}_1) = \text{right}(\text{Exec}_2) \), \( \text{right}(\text{ter}_1) = \text{right}(\text{ter}_2) \) and \( \langle E_1, \text{left}(\text{Exec}_1) \rangle \sim_{\text{GSMBF}, \text{left}(\psi)} \langle E_2, \text{left}(\text{Exec}_2) \rangle \) it follows that \( \text{ter}(s_1, C_1) = \text{ter}(s_2, C_2) \).

• If \( C_1' = \emptyset \) and \( C_2' \neq \emptyset \) then from the definition of \( B' \) we derive that there exists \( C_2'' \) such that \( C_2' \subseteq C_2'' \) and \( (\emptyset, C_2'') \in \text{crel}(\sim_{\text{GSMBF}, \text{left}(\psi)}) \). Since \( \langle E_1, \text{left}(\text{Exec}_1) \rangle \sim_{\text{GSMBF}, \text{left}(\psi)} \langle E_2, \text{left}(\text{Exec}_2) \rangle \) then \( \langle E_2, \text{left}(\text{Exec}_2) \rangle \notin C_2'' \). It follows \( \text{ter}(s_1, C_1) = \text{False} = \text{ter}(s_2, C_2) \).

For \( C_1' \neq \emptyset \) and \( C_2' = \emptyset \) we follow a symmetric argument.

- There exists \( G \in \mathcal{G}, \text{ter}_1 \) nonempty subset of \( \text{dom}(\psi) \) with \( \text{left}(\text{ter}_1) \neq \emptyset \) and \( \text{right}(\text{ter}_1) \neq \emptyset \) such that, defined \( \text{ter}_2 = \psi(\text{ter}_1) \), for \( j \in \{1, 2\} \) it turns out:

\[
C_j = \{ (E_j' \parallel G, \text{Exec}_j - \text{ter}_j) \mid (E_j, \text{left}(\text{Exec}_j) - \text{left}(\text{ter}_j)) \in C_j' \}
\]

Thus for \( j \in \{1, 2\} \) we have

\[
\text{ter}(s_j, C_j) = \text{ter}((E_j, \text{left}(\text{Exec}_j)), C_j') \land \text{ter}((F, \text{right}(\text{Exec}_j)), \{ (G, \text{right}(\text{Exec}_j) - \text{right}(\text{ter}_j) \})
\]

Since \( \text{right}(\text{Exec}_1) = \text{right}(\text{Exec}_2) \) and \( \text{right}(\text{ter}_1) = \text{right}(\text{ter}_2) \) it is sufficient to prove that \( \text{ter}((E_1, \text{left}(\text{Exec}_1)), C_1') = \text{ter}((E_2, \text{left}(\text{Exec}_2)), C_2') \) by following the same argument as the first subcase. It follows \( \text{ter}(s_1, C_1) = \text{ter}(s_2, C_2) \).

\[\square\]

We are now in a position to prove Theorem 13.1.

Proof of Theorem 13.1 It derives directly from the definition of \( \sim_{\text{GSMBE}} \) and from Lemma D.1. ■

D.2 Congruence Property of \( \sim_{\text{GSMBE}} \) w.r.t. Recursive Definitions

In this section we provide the proof of Theorem 13.2 that says that \( \sim_{\text{GSMBE}} \) is a congruence w.r.t. recursive definitions. To do that, we have to preliminarily extend the definition of \( \sim_{\text{GSMBE}} \) to terms that are guardedly closed up to constants devoid of defining equation.

Definition D.3 A constant \( A \in \text{Const} \) is free if and only if, for no \( E \in \mathcal{L} \), \( A \xrightarrow{\Delta} E \).

Let us denote by \( \text{st} \) the relation subterm-of, and by \( \text{Subst}(E) \) the set of terms obtained from \( E \) by repeatedly replacing constants by the right-hand side terms of their defining equations.

Definition D.4 The set of constants occurring in \( E \in \mathcal{L} \) is defined by

\[
\text{Const}(E) = \{ A \in \text{Const} \mid \exists F \in \text{Subst}(E), A \text{ st } F \}
\]
Definition D.5 A term $E \in \mathcal{L}$ is partially guardedly closed (pgc) if and only if for each constant $A \in \text{Const}(E)$ either $A$ is free or

- $A$ is equipped with exactly one defining equation $A \hat{=} E'$, and
- there exists $F \in \text{Subst}(E')$ such that, whenever an instance of a nonfree constant $B$ satisfies $B \mathbin{st} F$, then the same instance satisfies $B \mathbin{st} <a^n_k, w>.G \mathbin{st} F$. ■

Definition D.6 Let $E \in \mathcal{L}$, $A \in \text{Const}$ free, and $B \in \mathcal{G}$. The term $E\langle A := B \rangle$ obtained from $E$ by replacing each occurrence of $A$ with $B$ is defined by induction on the syntactical structure of $E$ as follows:

- $\emptyset \langle A := B \rangle \equiv \emptyset$
- $(<a^n_k, w>.E)\langle A := B \rangle \equiv <a^n_k, w>.E\langle A := B \rangle$
- $(E/L)\langle A := B \rangle \equiv (E\langle A := B \rangle)/L$
- $(E[\varphi])\langle A := B \rangle \equiv (E\langle A := B \rangle)[\varphi]$
- $(E_1 + E_2)\langle A := B \rangle \equiv (E_1\langle A := B \rangle) + (E_2\langle A := B \rangle)$
- $(E_1 \|_{s} E_2)\langle A := B \rangle \equiv (E_1\langle A := B \rangle) \|_{s} (E_2\langle A := B \rangle)$
- $A'\langle A := B \rangle \equiv \begin{cases} B & \text{if } A' \equiv A \\ A' & \text{if } A' \neq A \land A' \text{ free} \\ A'' & \text{if } A' \neq A \land A' \hat{=} E \land A'' \hat{=} E\langle A := B \rangle \end{cases}$ ■

Definition D.7 Let $E_1, E_2 \in \mathcal{L}$ be pgc, and suppose that $\text{Const}(E_1) \cup \text{Const}(E_2)$ contains \{ $A_i \in \text{Const} \mid i \in I$ \} as free constants. We say that $E_1$ and $E_2$ are strongly GSMBE if and only if, for all sets \{ $B_i \in \mathcal{G} \mid i \in I$ \} such that $E_1\langle A_i := B_i \rangle_{i \in I}, E_2\langle A_i := B_i \rangle_{i \in I} \in \mathcal{G}$, it turns out that

$$E_1\langle A_i := B_i \rangle_{i \in I} \sim_{\text{GSMBE}} E_2\langle A_i := B_i \rangle_{i \in I}$$ ■

We are now in a position to prove Theorem 13.2.

Proof of Theorem 13.2 Let $E_1, E_2 \in \mathcal{L}$ be pgc, and suppose that $\text{Const}(E_1) \cup \text{Const}(E_2)$ contains only $A \in \text{Const}$ as a free constant. Let $A_1 \hat{=} E_1\langle A := A_1 \rangle$ and $A_2 \hat{=} E_2\langle A := A_2 \rangle$ be in $\mathcal{G}$. We have to prove that $A_1 \sim_{\text{GSMBE}} A_2$ whenever $E_1 \sim_{\text{GSMBE}} E_2$. To achieve this, it suffices to consider the family of relations

$$B_{t_{\mathbin{exec}}} = \{(F_1, \mathbin{exec}), (F_2, \mathbin{exec}) \} \land F_1 \equiv F\langle B := A_1 \rangle \land F_2 \equiv F\langle B := A_2 \rangle \land F \in \mathcal{L} \text{ pgc with at most } B \in \text{Const}(F) \text{ free}$$

where $\mathbin{exec} \subseteq \mathbin{AVId}$, and to prove that $B' = \{ B'_\psi \mid \psi \in \Psi \}$ where

- $B'_{t_{\mathbin{exec}}} = B_{t_{\mathbin{exec}}} \cup B_{t_{\mathbin{exec}}}^{-1} \quad \forall \mathbin{exec} \subseteq \mathbin{AVId}$
\( B'_\psi = \emptyset \quad \forall \psi \neq I_{Exec} \)

is a strong GSMBF up to \(~\text{GSMBF}\): the result will follow by taking \( Exec = \emptyset \) and \( F \equiv B \). We first observe that for each \( Exec \subseteq AVId, B'_{I_{Exec}} \) is an equivalence relation: it is reflexive (because if we consider \( F \in G \) then it does not contain free variables and \( F_1 \equiv F \equiv F_2 \)), symmetric (by definition), and transitive (for any \( F \in L \) page with at most \( B \in Const(F) \) free we have \( (F_1, Exec), (F_2, Exec') \in B'_{I_{Exec}} \) and \( (F_2, Exec), (F_1, Exec') \in B'_{I_{Exec}} \), and transitivity is guaranteed by \( F_1, F_2 \in G \) and reflexivity). As a consequence \( B' \) satisfies the first three conditions of the definition of strong GSMBF up to \(~\text{GSMBF}\). Given \( (s_1, s_2) \in B'_{I_{Exec}} \), we must prove that: for each equivalence class \( C \) of \( stmap((B' \cup ~\text{GSMBF})^+, I_{Exec}) \), \( \text{tweight}(s_1, C) = \text{tweight}(s_2, C) \), and for each equivalence class \( C \) of \( temap((B' \cup ~\text{GSMBF})^+, I_{Exec}) \), \( \text{ter}(s_1, C) = \text{ter}(s_2, C) \).

We start by showing that \( \text{tweight}(s_1, C) \leq \text{tweight}(s_2, C) \) for each \( (s_1, s_2) \in B'_{I_{Exec}} \) and \( C \) equivalence class of \( stmap((B' \cup ~\text{GSMBF})^+, I_{Exec}) \). If \( (s_1, s_2) \) and \( C \) are such that \( \text{tweight}(s_1, C) = 0 \) there is nothing to prove, otherwise we prove the result by proceeding by induction on the maximum depth \( d \) of the inferences of the start moves for \( s_1 \) having derivative state in \( C \).

- If \( d = 1 \), then only the rule for the prefix operator has been used to deduce the existing start move. Therefore \( F \equiv \langle a_n^w,1,w> . F' \) and for \( j \in \{1,2\} \) we have \( s_j \equiv \langle a_n^w, w>. (F' \langle B := A_j \rangle ) \), \( \emptyset \). Since \( (\langle a_n^w, w>. (F' \langle B := A_1 \rangle ), \{a_n^w\} ), (\langle a_n^w, w>. (F' \langle B := A_2 \rangle ), \{a_n^w\} ) \) \( \in B'_{\{a_n^w\}} \), it turns out that \( C = \{\langle a_n^w, w>. (F' \langle B := A_1 \rangle ), \{a_n^w\} \} \) \( stmap((B' \cup ~\text{GSMBF})^+, \emptyset) = \{\langle a_n^w, w>. (F' \langle B := A_2 \rangle ), \{a_n^w\} \} \) \( stmap((B' \cup ~\text{GSMBF})^+, \emptyset) \) hence \( \text{tweight}(s_1, C) = w = \text{tweight}(s_2, C) \).

- If \( d > 1 \), then several subcases arise depending on the syntactical structure of \( F \).

1. If \( F \equiv F'/L \), then for \( j \in \{1,2\} \) we have \( s_j \equiv \langle F' \langle B := A_j \rangle \rangle/L, hide(Exec', L) \). Since \( s_1 \) has a start move having derivative state in \( C \), there exist \( G \in G \) and \( Exec'' \) such that \( \langle G/L, hide(Exec'', L) \rangle \) is the derivative state and \( C = \{\langle G/L, hide(Exec'', L) \rangle \} \) \( stmap((B' \cup ~\text{GSMBF})^+, I_{hide(Exec', L)}) \). Because of the congruence property w.r.t. ”/L” of ~\text{GSMBF} (see lemma D.1) and of \( B' \) (easily provable) we have that:

\[
\langle H/L, hide(Exec'', L) \rangle \in \{\langle G/L, hide(Exec'', L) \rangle \} \quad \Rightarrow \\
\{\langle H/L, hide(Exec'', L) \rangle \} \text{stmap}((B' \cup ~\text{GSMBF})^+, I_{hide(Exec', L)}) \subseteq \\
\{\langle G/L, hide(Exec'', L) \rangle \} \text{stmap}((B' \cup ~\text{GSMBF})^+, I_{hide(Exec', L)}) \\
\]

As a consequence:

\[
\{\langle G/L, hide(Exec'', L) \rangle \} \text{stmap}((B' \cup ~\text{GSMBF})^+, I_{hide(Exec', L)}) = \bigcup_i C_i/L \cup D
\]

where \( C_i \) are distinguished equivalence classes \( C_i \equiv \{\langle G_i, Exec'' \rangle \} \text{stmap}((B' \cup ~\text{GSMBF})^+, I_{Exec'}) \) with \( \{\langle G_i/L, hide(Exec'', L) \rangle \} \in \{\langle G/L, hide(Exec'', L) \rangle \} \text{stmap}((B' \cup ~\text{GSMBF})^+, I_{hide(Exec', L)}) \) and \( D \) is a set of states not having “,/L” as outermost operator, hence not reachable from \( s_1 \) or \( s_2 \). Since \( d \) is

\[\text{Given a set of states } C, C/L \text{ is the set of states } \{\langle E/L, hide(Exec, L) \rangle \mid (E, Exec) \in C\}.\]
the maximum depth of the inferences of the start moves for \( s_1 \) having derivative state in \( C_i \), for each \( i \): either (i) \( \langle F' \| (B := A_1), Exec' \rangle \) has no start moves having derivative state in \( C_i \), or (ii) \( d - 1 \) is the maximum depth of the inferences of the start moves for \( \langle F'' \| (B := A_1), Exec' \rangle \) having derivative state in \( C_i \). For \( j \in \{1, 2\} \) we have:

\[
twight(s_j, C) = \sum_i twight(s_j, C_i / L)
\]

where for each \( i \):

\[
twight(s_j, C_i / L) = twight(\langle F' \| (B := A_1), Exec' \rangle, C_i)
\]

By applying the induction hypothesis to each \( \langle F' \| (B := A_1), Exec' \rangle, C_i \) such that \( twight(\langle F' \| (B := A_1), Exec' \rangle, C_i) \neq 0 \) we have that \( twight(s_1, C_i / L) \leq twight(s_2, C_i / L) \) for any \( i \). It follows that \( twight(s_1, C) \leq twight(s_2, C) \).

- If \( F \equiv F' [\phi] \), then the proof is completely analogous to the one developed in the previous subcase.

- If \( F \equiv F' + F'' \), then for \( j \in \{1, 2\} \) we have \( s_j \equiv \langle (F' \| (B := A_1)), \emptyset \rangle \). Since \( d \) is the maximum depth of the inferences of the start moves for \( s_1 \) having derivative state in \( C_i \), for each \( s \in \{ \langle F' \| (B := A_1) \rangle, \emptyset \}, \langle F'' \| (B := A_1) \rangle, \emptyset \} \): either (i) \( s \) has no start moves having derivative state in \( C_i \), or (ii) \( d - 1 \) is the maximum depth of the inferences of the start moves for \( s \) having derivative state in \( C_i \). For \( j \in \{1, 2\} \) we have:

\[
twight(s_j, C) = twight(\langle F' \| (B := A_1), \emptyset \rangle, C) + twight(\langle F'' \| (B := A_1), \emptyset \rangle, C)
\]

By applying the induction hypothesis to \( \langle F' \| (B := A_1), \emptyset \rangle, C \) if \( twight(\langle F' \| (B := A_1), \emptyset \rangle, C) \neq 0 \), and to \( \langle F'' \| (B := A_1), \emptyset \rangle, C \) if \( twight(\langle F'' \| (B := A_1), \emptyset \rangle, C) \neq 0 \), we have that \( twight(\langle F' \| (B := A_2), \emptyset \rangle, C) \) and \( twight(\langle F'' \| (B := A_2), \emptyset \rangle, C) \) are the maximum depth of the start moves for \( s \) having derivative state in \( C_i \). It follows that \( twight(s_1, C) \leq twight(s_2, C) \).

- If \( F \equiv F'' \| S F'' \), then for \( j \in \{1, 2\} \) we have \( s_j \equiv \langle (F'' \| (B := A_1)), S(F' \| (B := A_1)) \rangle, Exec \). Since \( s_1 \) has a start move having derivative state in \( C_i \), there exist \( G', G'' \in G \) and \( Exec' \) such that \( \langle G' \| S G'' \), Exec' \rangle \) is the derivative state and \( C = [[G' \| S G'', Exec' \rangle]_{stmap(B' \cup \sim_{GSMBF}) + J_{Exec'}} \).

* If \( Exec' = Exec \cup \{ a_{\text{loc}} \} \) (or \( Exec' = Exec \cup \{ a_{\text{loc}} \} \)) then \( a \notin S \), \( G'' \equiv F'' \| (B := A_1) \)

\((G' \equiv F' \| (B := A_1)) \) and we are in the case of synchronization not taking place. In the following we treat only the case of the lefthand subterm making start moves, the other case is completely symmetrical.

Because of the congruence property w.r.t. “\( \sim_{GSMBF} \)” of \( \sim \) (see lemma D.1) and of \( B' \) (easily provable) we have that:

\[
\langle H \| S(F'' \| (B := A_1)) \rangle, Exec' \rangle \in [[(G' \| S(F'' \| (B := A_1)), Exec')]_{stmap(B' \cup \sim_{GSMBF}) + J_{Exec'}} \Rightarrow \langle \pi_1((H, left(Exec'))]_{stmap(B' \cup \sim_{GSMBF}) + J_{left(Exec')}} \rangle \| S(F'' \| (B := A_1)) \rangle, Exec' \rangle \subseteq
\]
Given a set of states $C$, $\langle T \parallel S, E, \text{Exec} \rangle$ is the set of terms included in the states of $C$. Given a set of terms $T$, a term $E$ and a set $\text{Exec}$, $(T \parallel S, E, \text{Exec})$ is the set of states $\{(F \parallel S, E, \text{Exec}) \mid F \in T\}$.

Given a set of terms $T_1$, a set of terms $T_2$ and a set $\text{Exec}$, $(T_1 \parallel S, T_2, \text{Exec})$ is the set of states $\{(F' \parallel S, E', \text{Exec}) \mid E' \in T_1 \land E' \in T_2\}$.

As a consequence:

\[ [(G' \parallel S(F'' \parallel (B := A_1)), \text{Exec}')]_{\text{stmap}((B \cup \sim \text{GSMBF})^+, I_{\text{Exec}})} \]

Moreover for the congruence property w.r.t. “$\parallel S$” of $B'$ we have that for all $T \in \mathcal{P}(G)$:

\[
\langle T \parallel S(F'' \parallel (B := A_1)), \text{Exec}' \rangle \subseteq [(G' \parallel S(F'' \parallel (B := A_1)), \text{Exec}')]_{\text{stmap}((B \cup \sim \text{GSMBF})^+, I_{\text{Exec}})} \Leftrightarrow \\
\langle T \parallel S(F'' \parallel (B := A_2)), \text{Exec}' \rangle \subseteq [(G' \parallel S(F'' \parallel (B := A_1)), \text{Exec}')]_{\text{stmap}((B \cup \sim \text{GSMBF})^+, I_{\text{Exec}})}
\]

As a consequence:

\[(\bigcup_i \langle \pi_i(C_i) \parallel S(F'' \parallel (B := A_1)), \text{Exec}' \rangle) \cup (\bigcup_i \langle \pi_i(C_i) \parallel S(F'' \parallel (B := A_2)), \text{Exec}' \rangle) \cup D \]

where $C_i$ are distinguished equivalence classes $C_i = [(G_i, \text{left}(\text{Exec}'))]_{\text{stmap}((B \cup \sim \text{GSMBF})^+, I_{\text{left}(\text{Exec})})}$ with $\{G_i \parallel S(F'' \parallel (B := A_1)), \text{Exec}' \} \in [(G' \parallel S(F'' \parallel (B := A_1)), \text{Exec}')]_{\text{stmap}((B \cup \sim \text{GSMBF})^+, I_{\text{EXEC}})}$ and $D$ is a set of states not of the form $\langle H \parallel S(F'' \parallel (B := A_2)), \text{Exec}' \rangle$, hence not reachable from $s_1$ or $s_2$. Since $d$ is the maximum depth of the inferences of the start moves for $s_1$ having derivative state in $C$, for each $i$: either (i) $\langle F'' \parallel (B := A_1), \text{left}(\text{Exec}) \rangle$ has no start moves having derivative state in $C_i$, or (ii) $d - 1$ is the maximum depth of the inferences of the start moves for $\langle F'' \parallel (B := A_1), \text{left}(\text{Exec}) \rangle$ having derivative state in $C_i$. For $j \in \{1, 2\}$ we have:

\[
t\text{weight}(s_j, C_i) = \sum_i \text{tweight}(s_j, \langle \pi_i(C_i) \parallel S(F'' \parallel (B := A_j)), \text{Exec}' \rangle)
\]

where for each $i$:

\[
t\text{weight}(s_j, \langle \pi_i(C_i) \parallel S(F'' \parallel (B := A_j)), \text{Exec}' \rangle) = \text{tweight}(\langle F'' \parallel (B := A_j), \text{left}(\text{Exec}), C_i \rangle)
\]

By applying the induction hypothesis to each $\langle F'' \parallel (B := A_1), \text{left}(\text{Exec}), C_i \rangle$, such that $\text{tweight}(\langle F'' \parallel (B := A_1), \text{left}(\text{Exec}), C_i \rangle) \neq 0$ we have that $\text{tweight}(s_j, \langle \pi_i(C_i) \parallel S(F'' \parallel (B := A_1)), \text{Exec}' \rangle) \leq \text{tweight}(s_j, \langle \pi_i(C_i) \parallel S(F'' \parallel (B := A_2)), \text{Exec}' \rangle)$ for any $i$. It follows that $\text{tweight}(s_1, C) \leq \text{tweight}(s_2, C)$.

* If $\text{Exec}' = \text{Exec} \cup \{a''_{\text{loc}}[\text{loc''}] \}$ then $a \in S$ and we are in the case of synchronization.
\[ [G' \parallel G'', \text{Exec'}]_{\text{stmap}(B' \cup \sim \text{GSMBF})^+.I_{\text{Exec}}}) = \bigcup \langle \pi_t(C'_i) \parallel \pi_t(C''_i), \text{Exec'} \rangle \cup D \]

where \( C'_i, C''_i \) are distinguished pairs of equivalence classes \( C'_i = [\langle G'_i, \text{left}(\text{Exec'}) \rangle_{\text{stmap}(B' \cup \sim \text{GSMBF})^+.I_{\text{left}(\text{Exec})}} \rangle \), \( C''_i = [\langle G''_i, \text{right}(\text{Exec'}) \rangle_{\text{stmap}(B' \cup \sim \text{GSMBF})^+.I_{\text{right}(\text{Exec})}} \rangle \) with \( [G'_i \parallel G'', \text{Exec'}] \in [\langle G' \parallel G'', \text{Exec'} \rangle_{\text{stmap}(B' \cup \sim \text{GSMBF})^+.I_{\text{Exec}}}) \) and \( D \) is a set of states not having \( "\parallel " \) as outermost operator, hence not reachable from \( s_1 \) or \( s_2 \). Since \( d \) is the maximum depth of the inferences of the start moves for \( s_1 \) having derivative state in \( C \), for each \( i \) either (i) \( \langle F'\langle B := A_1 \rangle, \text{left}(\text{Exec}) \rangle \) or \( \langle F''\langle B := A_1 \rangle, \text{right}(\text{Exec}) \rangle \) has no start moves having derivative state in \( C'_i (C''_i) \), or (ii) \( d - 1 \) is the maximum depth of the inferences of the start moves for \( \langle F'\langle B := A_1 \rangle, \text{left}(\text{Exec}) \rangle \) and for \( \langle F''\langle B := A_1 \rangle, \text{right}(\text{Exec}) \rangle \) having derivative state in \( C'_i (C''_i) \). For \( j \in \{1, 2\} \) we have:

\[
t\text{weight}(s_j, C) = \sum \text{weight}(s_j, \langle \pi_t(C'_i) \parallel \pi_t(C''_i), \text{Exec} \rangle)
\]

where for each \( i \):

\[
\text{weight}(s_j, \langle \pi_t(C'_i) \parallel \pi_t(C''_i), \text{Exec} \rangle) = \text{weight}(\langle F'\langle B := A_1 \rangle, \text{left}(\text{Exec}), C'_i \rangle).
\]

\[
\text{weight}(\langle F''\langle B := A_1 \rangle, \text{right}(\text{Exec}), C''_i \rangle)
\]

By applying the induction hypothesis to each \( \langle F'\langle B := A_1 \rangle, \text{left}(\text{Exec}), C'_i \rangle \) and \( \langle F''\langle B := A_1 \rangle, \text{right}(\text{Exec}), C''_i \rangle \) such that both \( \text{weight}(\langle F'\langle B := A_1 \rangle, \text{left}(\text{Exec}), C'_i \rangle) \neq 0 \) and \( \text{weight}(\langle F''\langle B := A_1 \rangle, \text{right}(\text{Exec}), C''_i \rangle) \neq 0 \), we have that \( \text{weight}(s_1, \langle \pi_t(C'_i) \parallel \pi_t(C''_i), \text{Exec} \rangle) \leq \text{weight}(s_2, \langle \pi_t(C'_i) \parallel \pi_t(C''_i), \text{Exec} \rangle) \) for any \( i \). It follows that \( \text{weight}(s_1, C) \leq \text{weight}(s_2, C) \).

- If \( F \equiv B' \), then for \( j \in \{1, 2\} \) we have \( s_j \equiv \langle B'\langle B := A_1 \rangle, \emptyset \rangle \).

* If \( B' \equiv B \), then for \( j \in \{1, 2\} \) we have \( s_j \equiv \langle A_j, \emptyset \rangle \). Since \( d \) is the maximum depth of the inferences of the start moves for \( s_1 \) having derivative state in \( C \), then \( d - 1 \) is the maximum depth of the inferences of the start moves for \( \langle E_1\langle A := A_1 \rangle, \emptyset \rangle \) having derivative state in \( C \). For \( j \in \{1, 2\} \) we have:

\[
\text{weight}(s_j, C) = \text{weight}(\langle E_j\langle A := A_j \rangle, \emptyset \rangle, C)
\]

By applying the induction hypothesis to \( \langle E_1\langle A := A_1 \rangle, \emptyset \rangle, C \) we have that \( \text{weight}(\langle E_1\langle A := A_1 \rangle, \emptyset \rangle, C) \leq \text{weight}(\langle E_1\langle A := A_2 \rangle, \emptyset \rangle, C) \). From the fact that \( E_1 \sim \text{GSMBF} E_2 \) we derive \( \text{weight}(\langle E_1\langle A := A_2 \rangle, \emptyset \rangle, C) = \text{weight}(\langle E_2\langle A := A_2 \rangle, \emptyset \rangle, C) \). It follows that \( \text{weight}(s_1, C) \leq \text{weight}(s_2, C) \).

* If \( B' \not\equiv B \), then let \( B' \overset{\Delta}{=} F' \) be the defining equation of \( B' \). Since \( d \) is the maximum depth of the inferences of the start moves for \( s_1 \) having derivative state in \( C \), then \( d - 1 \) is the maximum depth of the inferences of the start moves for \( \langle F'\langle B := A_1 \rangle, \emptyset \rangle \) having derivative
state in \( C \). For \( j \in \{1, 2\} \) we have:

\[
tweight(s_j, C) = tweight((F' \langle B := A_j \rangle), 0, C)
\]

By applying the induction hypothesis to \( (F' \langle B := A_1 \rangle), 0, C \) we have that \( tweight((F' \langle B := A_1 \rangle), 0, C) \leq tweight((F' \langle B := A_2 \rangle), 0, C) \). It follows that \( tweight(s_1, C) \leq tweight(s_2, C) \).

By applying a symmetric argument we have also that \( tweight(s_2, C) \leq tweight(s_1, C) \) for each \( (s_1, s_2) \in B_{tweight}^I \) and \( C \) equivalence class of \( stmap((B' \cup GSMBF) +, I_{Exec}) \), hence we conclude that \( tweight(s_1, C) = tweight(s_2, C) \).

In order to complete the proof, we show that \( \text{ter}(s_1, C) \Rightarrow \text{ter}(s_2, C) \) for each \( (s_1, s_2) \in B_{tweight}^I \) and \( C \) equivalence class of \( temap((B' \cup GSMBF)^+, I_{Exec}) \). If \( (s_1, s_2) \) and \( C \) are such that \( \text{ter}(s_1, C) = \text{False} \) there is nothing to prove, otherwise we prove the result by proceeding by induction on the depth \( d \) of the inference of the termination move for \( s_1 \) having derivative state in \( C \).

- If \( d = 1 \), then only the rule for the prefix operator has been used to deduce the termination move. Therefore \( F \equiv \langle a_n^w, l, w \rangle . F' \) and for \( j \in \{1, 2\} \) we have \( s_j \equiv \langle a_n^w, w \rangle . (F' \langle B := A_j \rangle) \). Since \( (F' \langle B := A_1 \rangle), 0, (F' \langle B := A_2 \rangle), 0 \rangle \in B_{tweight} \), it turns out that \( C = \left[ (F' \langle B := A_1 \rangle), 0 \right] \) \( temap((B' \cup GSMBF)^+, 0) = \left[ (F' \langle B := A_2 \rangle), 0 \right] temap((B' \cup GSMBF)^+, 0) \) hence \( \text{ter}(s_1, C) = \text{True} = \text{ter}(s_2, C) \).

- If \( d > 1 \), then the following subcases arise depending on the syntactical structure of \( F \).

  - If \( F \equiv F'/L \), then for \( j \in \{1, 2\} \) we have \( s_j \equiv \langle (F' \langle B := A_j \rangle)/L, \text{hide}(Exec', L) \rangle \). Since \( s_1 \) has a termination move having derivative state in \( C \), such that the depth of its inference is \( d \), \( (F' \langle B := A_1 \rangle, \text{Exec}') \) has a termination move having derivative state \( (G, \text{Exec}') \) \( \in C' \) with \( C' \) equivalence class of \( temap((B' \cup GSMBF)^+, I_{Exec}') \), such that the depth of its inference is \( d - 1 \) and \( C = \left[ (G/L, \text{hide}(\text{Exec}', L)) \right] temap((B' \cup GSMBF)^+, I_{\text{hide}(\text{Exec}', L)}) \). From the induction hypothesis, it follows that \( (F' \langle B := A_2 \rangle, \text{Exec}') \) has a termination move having derivative state \( (H, \text{Exec}'') \in C' \); therefore \( s_2 \) has a termination move having derivative state \( (H/L, \text{hide}(\text{Exec}'', L)) \). Since \( \left[ (H/L, \text{hide}(\text{Exec}'', L)) \right] temap((B' \cup GSMBF)^+, I_{\text{hide}(\text{Exec}', L)}) = \left[ (G/L, \text{hide}(\text{Exec}'', L)) \right] temap((B' \cup GSMBF)^+, I_{\text{hide}(\text{Exec}', L)}) \) for the congruence property w.r.t. “/L” of \( GSMBF \) and of \( B' \), it follows that \( \text{ter}(s_1, C) \Rightarrow \text{ter}(s_2, C) \).

  - If \( F \equiv F' [\varphi] \), then the proof is completely analogous to the one developed in the first subcase.

  - If \( F \equiv F' \parallel S F'' \), then for \( j \in \{1, 2\} \) we have \( s_j \equiv \langle (F' \langle B := A_j \rangle) \parallel S (F'' \langle B := A_j \rangle), \text{Exec} \rangle \). Since \( s_1 \) has a termination move having derivative state in \( C \), such that the depth of its inference is 1, we have the following two cases.
Only a subterm $F'\langle B := A_1 \rangle$ or $F''\langle B := A_1 \rangle$ is involved in the termination of actions. In the following we treat only the case of the lefthand subterm making a termination move, the other case is completely symmetrical.

We have that $\langle F'\langle B := A_1 \rangle, left(Exec) \rangle$ has a termination move having derivative state $\langle G, left(Exec') \rangle \in C'$ with $C'$ equivalence class of $temap((B' \cup \sim GSMBF)^+, I_{left(Exec)}\rangle$, such that the depth of its inference is $d - 1$ and $C = \left[\langle G \parallel s(F''\langle B := A_1 \rangle), Exec'\rangle \right]_{temap((B' \cup \sim GSMBF)^+, I_{left(Exec)}\rangle}$. From the induction hypothesis, it follows that $\langle F'\langle B := A_2 \rangle, left(Exec) \rangle$ has a termination move having derivative state $\langle H, left(Exec') \rangle \in C'$; therefore $s_2$ has a termination move having derivative state $\langle H \parallel s(F''\langle B := A_2 \rangle), Exec'\rangle$. Since $\left[\langle G \parallel s(F''\langle B := A_1 \rangle), Exec'\rangle \right]_{temap((B' \cup \sim GSMBF)^+, I_{left(Exec)}\rangle} = \left[\langle H \parallel s(F''\langle B := A_2 \rangle), Exec'\rangle \right]_{temap((B' \cup \sim GSMBF)^+, I_{left(Exec)}\rangle}$ for the congruence property w.r.t. “$\parallel s$” of $\sim GSMBF$ and of $B'$, it follows that $ter(s_1, C) \Rightarrow ter(s_2, C)$.

Both subterms are involved in the termination of actions.

We have that $\langle F'\langle B := A_1 \rangle, left(Exec) \rangle$ has a termination move having derivative state $\langle G, left(Exec') \rangle \in C'$ with $C'$ equivalence class of $temap((B' \cup \sim GSMBF)^+, I_{left(Exec)}\rangle$, such that the depth of its inference is at most $d - 1$, and $\langle F''\langle B := A_1 \rangle, right(Exec) \rangle$ has a termination move having derivative state $\langle G'', right(Exec') \rangle \in C''$ with $C''$ equivalence class of $temap((B' \cup \sim GSMBF)^+, I_{right(Exec)}\rangle$, such that the depth of its inference is at most $d - 1$; besides, $C = \left[\langle G'' \parallel s G'', Exec'\rangle \right]_{temap((B' \cup \sim GSMBF)^+, I_{right(Exec)}\rangle}$. From the induction hypothesis, it follows that $\langle F'\langle B := A_2 \rangle, left(Exec) \rangle$ has a termination move having derivative state $\langle H', left(Exec') \rangle \in C'$ and $\langle F''\langle B := A_2 \rangle, right(Exec) \rangle$ has a termination move having derivative state $\langle H'', right(Exec') \rangle \in C''$; therefore $s_2$ has a termination move having derivative state $\langle H' \parallel s H'', Exec'\rangle$. Since $\left[\langle G'' \parallel s G'', Exec'\rangle \right]_{temap((B' \cup \sim GSMBF)^+, I_{right(Exec)}\rangle} = \left[\langle H' \parallel s H'', Exec'\rangle \right]_{temap((B' \cup \sim GSMBF)^+, I_{right(Exec)}\rangle}$ for the congruence property w.r.t. “$\parallel s$” of $\sim GSMBF$ and of $B'$, it follows that $ter(s_1, C) \Rightarrow ter(s_2, C)$.

By applying a symmetric argument we have also that $ter(s_2, C) \Rightarrow ter(s_1, C)$ for each $(s_1, s_2) \in B'_{\text{Exec}}$ and $C$ equivalence class of $temap((B' \cup \sim GSMBF)^+, I_{Exec})$, hence we conclude that $ter(s_1, C) = ter(s_2, C)$.
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