Advances in Network Simulation

Network researchers must test Internet protocols under varied conditions to determine whether they are robust and reliable. The Virtual InterNetwork Testbed (VINT) project has enhanced its network simulator and related software to provide several practical innovations that broaden the conditions under which researchers can evaluate network protocols.

The Internet’s rapid growth has spurred development of new protocols and algorithms to meet changing operational requirements—such as security, multicast transport, mobile networking, policy management, and quality-of-service support. Development and evaluation of these operational tools requires answering many design questions.

Despite their value, custom simulators, wide-area testbeds, and small-scale lab evaluations all have drawbacks. Because they use real code, experiments run in testbeds or labs automatically capture important details that might be missed in a simulation. However, building testbeds and labs is expensive, reconfiguring and sharing them is difficult, and they are relatively inflexible. Further, reproducing some networking phenomena, such as wireless radio interference, can be difficult, complicating efforts to compare or evaluate protocol designs.

Protocol design using simulation usually begins with an individual investigator’s simulations of isolated protocol elements using small-scale topologies and simplified or static assumptions. High start-up costs prevent an individual group from acquiring the resources needed to create a comprehensive and advanced networking simulation environment. This limitation often causes simulations constructed by different groups to lack standardization and reproducibility.

In the current paradigm, directly comparable data would be available only if designers implemented all competing mechanisms within every simulator. Because few research groups have the resources to do this, it is often most effective to have those who know the most about the particular protocol construct the component.

ADVANTAGES OF A COMMON SIMULATOR

Multiprotocol network simulators provide a rich opportunity for efficient experimentation. Disparate research efforts using a common simulation environment can yield substantial benefits, including:

- improved validation of the behavior of existing protocols,
- a rich infrastructure for developing new protocols,
- the opportunity to study large-scale protocol interaction in a controlled environment, and
- easier comparison of results across research efforts.

The Virtual InterNetwork Testbed (VINT) project provides improved simulation tools for network researchers to use in the design and deployment of new wide-area Internet protocols. An understanding of the VINT simulation framework and its principal tool, ns, the network simulator, can help researchers determine how best to proceed with their efforts.

SIMULATION NEEDS OF NETWORK RESEARCHERS

Simulation evaluates network protocols under varying network conditions. Studying protocols—both individually and interactively—under varied conditions is critical to understanding their behavior and characteristics. The VINT project has used the ns simulator and related software to provide several practical innovations that broaden the conditions under which researchers can evaluate protocols:

- Abstraction. Varying simulation granularity allows a single simulator to accommodate both...
detailed and high-level simulations. Researchers study networking protocols at many levels, ranging from the detail of an individual protocol to the aggregation of multiple data flows and the interaction of multiple protocols. The abstraction mechanisms in ns allow researchers to examine protocols without changing simulators and to validate abstractions by comparing detailed and abstract results.

• Emulation. Most simulation experiments are confined to a single simulated world that employs only the protocols and algorithms in the simulator. In contrast, emulation allows a running simulator to interact with operational network nodes.
• Scenario generation. Testing protocols under appropriate network conditions is critical to achieving valid, useful results. Automatic creation of complex traffic patterns, topologies, and

<table>
<thead>
<tr>
<th>Ns and Other Related Simulators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network simulation has a long history. Ns itself derives from REAL (Realistic and Large), which derives from NEST (Network Simulation Testbed). Although we cannot list all relevant network simulators here, we can describe the distinguishing features of network simulators and compare prominent examples with ns.</td>
</tr>
</tbody>
</table>

**Distinguishing features**

Simulators have widely varying focuses. Many target a specific area of research interest—a particular network type or protocol, for example, such as ATM or PIM multicast. Others, including ns, REAL, Oópez, and Insane, target a wider range of protocols. The most general of these simulators provide a simulation language with network protocol libraries (for example, M aise and Oópez). Very focused simulators model only the details relevant to the developer.

Ns and other network simulators use a discrete-event processor as their engine. Researchers have adopted several complementary approaches to improve accuracy, performance, or scaling. Some simulators augment event processing with analytic models of traffic flow or queueing behavior for better performance or accuracy (for example, fluid network approximations). Parallel and distributed simulation provide a second way to improve performance. Several simulators support multiprocessors or networks of workstations. Although ns focuses only on sequential simulation, the TeD effort has parallelized some ns modules.

**Abstraction**

Abstraction is a common approach to improving simulator performance. All simulators adopt some level of abstraction when choosing what to simulate. FlowSim was the first network simulator to make this trade-off explicit. Ns supports several levels of abstraction.

Numerous simulation interfaces are possible, including programming in a high-level scripting language, a more traditional systems language, and sometimes both. Some systems, such as x-Sim and M aise, focus on allowing the same code to run in simulation and on a live network. Most systems have augmented programming with a GUI shell of some kind. Ns provides a split-level programming model in which packet processing is done in a systems language while simulation setup is done in a scripting language. Ns is currently being enhanced to support simple scenario editing, provides visualization output.

**Network emulators**

Early work in network emulation included the use of “flakeways” (gateways that could alter or drop packets) for early TCP/IP tests. More recent work includes special-purpose stand-alone network emulators supporting packet delays and drops. Developers usually implement these systems as kernel drop-in modules that intercept the IP layer packet-forwarding path, and thus look like routers to end stations. Their capabilities are generally limited to simple packet manipulation and do not provide for interference from simulated cross traffic. Moreover, these systems do not include the general simulation capability that ns provides.

**References**

Researchers have used ns to develop and investigate the following protocols:

- **TCP behavior**: selective acknowledgment, forward acknowledgment, explicit congestion notification, rate-based pacing, asymmetric links (satellite)
- **Router queuing policies**: random early detection (RED), explicit congestion notification (ECN), class-based queuing
- **Multicast transport**: scalable reliable multicast (SRM) and variants (RPM, scalable session messages), PIM variants, router support for multicast, congestion control, protocol validation and testing, reliable multicast
- **Multimedia**: layered video, audio and video quality-of-service, transcoding
- **Wireless networking**: Snoop and split-connection TCP, multihop routing protocols
- **Protocol response to topology changes**
- **Application-level protocols**: Web cache consistency protocols

For more details about this research, see http://www-mash.cs.berkeley.edu/ns/ns-research.html.

**Protocols Investigated with Ns**

Researchers have used ns to develop and investigate the following protocols:

- **TCP behavior**: selective acknowledgment, forward acknowledgment, explicit congestion notification, rate-based pacing, asymmetric links (satellite)
- **Router queuing policies**: random early detection (RED), explicit congestion notification (ECN), class-based queuing
- **Multicast transport**: scalable reliable multicast (SRM) and variants (RPM, scalable session messages), PIM variants, router support for multicast, congestion control, protocol validation and testing, reliable multicast
- **Multimedia**: layered video, audio and video quality-of-service, transcoding
- **Wireless networking**: Snoop and split-connection TCP, multihop routing protocols
- **Protocol response to topology changes**
- **Application-level protocols**: Web cache consistency protocols
Each abstraction sacrifices some details to save memory, so the user must apply abstractions only when appropriate. Users can trade simulator performance for packet-level accuracy by adjusting the level of simulation abstraction. Increasing the simulation abstraction level permits increasingly large simulations, while decreasing it yields a more realistic simulation. The session-level simulator can abstract many details of links, nodes, and crosstraffic. Users can run simulations side by side in both detailed and session-level modes to compare performance and accuracy across different levels of abstraction. Figure 1 shows the memory savings possible from session-level simulations for a particular scenario with large multicast groups.

The risk in abstraction is simulation accuracy. The degree to which abstraction sacrifices accuracy and the impact of this sacrifice on the validity of the results vary greatly among simulation scenarios. For example, although the details of a particular medium's approach to segmentation and reassembly are important for LAN simulations, the link's packet-loss rate for higher-level WAN simulations can reflect the details adequately.

Figure 2 shows how VINT validates small-scale simulations before projecting results at larger scales to ensure that abstraction does not substantially alter simulation results. A quantitative analysis of scalable reliable multicast (SRM) performance across detailed and session-level simulations suggests that although the timing of individual SRM events varies, average aggregate behavior changes by only 3 to 9 percent. We are also working on hybrid abstractions in which different portions of the same simulation operate in detailed session levels of abstraction.

**Emulation interface**

Ns includes an emulation interface that permits network traffic to pass between real-world network nodes and the simulator. Together with the simulator's tracing and visualization facilities, emulation provides a powerful analytical tool for evaluating the dynamic behavior of protocols and their implementations in end systems.

Figure 3 shows how emulation scenarios interpose the simulator as an intermediate node (or end node) along an end-to-end network path. This passes live network traffic through the simulation, allowing it to experience complex dynamics, such as crosstraffic. The simulator's scheduler is synchronized in real time and allows the simulated network to emulate its real-world equivalent.

Beyond conventional simulation, emulation is also useful in evaluating both end-system and network-element behavior. Researchers use emulation to introduce packet dynamics—for example, drops, reordering, and delays—to end-system protocol implementations. Reproducing these conditions reliably in a live network is difficult.

Furthermore, researchers can capture traces of live traffic injected into the simulation environment and use visualization tools to evaluate the end system’s responses. Conversely, researchers can evaluate network element behavior (for example, a queuing or packet-scheduling discipline) in relation to live traffic that real-world end stations generate. Such simulations help identify undesirable network-element behavior before deployment in live networks.

The VINT ns emulation facility is currently under development, but an experimental version has already proven useful in diagnosing errors in protocol implementation. For example, researchers at UC Berkeley have developed the MediaBoard, a shared whiteboard application that uses a version of the SRM protocol that the MASH toolkit supports. The simulator is
placed between groups of live end stations communicating via SRM.

Multicast traffic passing between groups must traverse the simulator and be exposed to the dynamics of its simulated network. Visualization of traces taken in the simulation environment reveals end-station retransmissions triggered by dropped or delayed packets. This method has helped pinpoint time-dependent MediaBoard behaviors that are otherwise difficult to diagnose.

**Scenario generation**

Simulation scenarios require

- network topologies that define links and their characteristics,
- traffic models that specify sender and receiver locations and demands, and
- network dynamics that include node and link failures.

Ns meets these needs by providing a library of predefined topologies and using packages such as the Georgia Tech models (GT-ITM) to generate random topologies. Traffic models benefit from ns’s rich library of protocols. VINT supports widely used topology models for Telenet and Web traffic. Ns composability is also important here; VINT has assembled several constant-bit-rate sources to simulate layered multicast video (http://www-mash.cs.berkeley.edu/ns/ns-topogen.html).

A automatic scenario generation in ns plays an important role in the STRESS (Systematic Testing of Robustness by Evaluation of Synthesized Scenarios) approach to systematic protocol testing. STRESS automatically generates test scenarios to explore protocol correctness. This approach has discovered several design errors in multicast routing and is now being used for performance evaluation.

**SOFTWARE ARCHITECTURE**

Ns software promotes extension by users. The fundamental abstraction the software architecture provides is “programmable composability.” This model expresses simulation configurations as a program rather than as a static configuration or through a schematic capture system.

A simulation program composes objects dynamically into arbitrary configurations to effect a simulation configuration. Adopting a full-fledged programming model for simulation configuration lets the experimentalist extend the simulator with new primitives or program in dynamic simulation “event handlers” that interact with a running simulation to change its course as desired.

**The split-programming model**

Rather than adopting a single programming language that defines a monolithic simulation, we have found that different simulations require different programming models. The goal is to provide adequate flexibility without unduly constraining performance. In particular, tasks such as low-level event processing or packet forwarding through a simulated router require high performance and are modified infrequently once put into place. Thus, they are best served by expressing an implementation in a compiled language such as C++.

On the other hand, tasks such as the dynamic configuration of protocol objects and the specification and placement of traffic sources are often iteratively refined and undergo frequent change as the research task unfolds. Thus, they are best served by an implementation in a flexible and interactive scripting language such as Tcl.

To this end, ns exploits a split-programming model. C++ implements the simulation kernel—the core set of high-performance simulation primitives—but the Tcl scripting language expresses the definition, configuration, and control of the simulation.

This split-programming approach can be a boon to long-term productivity. It cleanly separates the burden of simulator design, maintenance, extension, and debugging from the simulation’s goal—the actual research experiments—by providing the simulation programmer with an easy-to-use, reconfigurable, programmable simulation environment. Moreover, ns allows an important separation of mechanism and policy: Core objects that represent simple and pure operations are free of built-in control policies and semantics and can thus be easily reused.

**Virtues of split programming**

Implementing fine-grained simulation objects in C++ and combining them with Tcl scripts yields more-powerful, higher-level macro-objects. For example, a
simulated router is composed of demultiplexers, queues, packet schedulers, and so forth. The split-programming approach allows faithful simulation of a range of routers. We can configure or arrange the low-level demultiplexers, queues, and schedulers to model an IP router, perhaps with multicast forwarding support, or arrange them instead into a configuration that models a high-speed switch with a new scheduling discipline. In the latter case, protocol agents (implemented entirely in Tcl) that model an experimental signaling protocol could easily extend the switch.

Performance also guides our use of split programming. The model implements low-level, event-level operations such as route lookups, packet forwarding, and TCP protocols in C++, whereas it implements high-level control operations such as aggregate statistics collection, modeling of link failures, route changes, and low-rate control protocols in Tcl.

Obtaining a desirable trade-off between performance and flexibility requires careful design. This division often migrates during the course of investigating a protocol. Object-oriented design naturally expresses this composable macro-object model. However, when we designed ns, Tcl did not support object-oriented programming constructs and it did not provide effective programming constructs for building reusable modules.

Thus, VINT adopted an object-oriented extension of Tcl. Of the several Tcl object extensions available, we chose the Object Tcl (OTcl) system from MIT because it didn’t require any changes to the Tcl core and it has a particularly elegant, yet simple, design. We also adopted Tcl with Classes (TclCL), a simple extension of OTcl that provides object scaffolding between C++ and OTcl. This extension facilitates use of our split-programming model to divide an object’s implementation across the two languages.

With the OTcl programming model in place, each macro-object becomes an OTcl class; a simple-to-use set of object methods hides its complexity. Moreover, the model can embed macro-objects in other macro-objects, leading to a hierarchical architecture that supports multiple levels of abstraction.

As an example, high-level objects might represent an entire network topology and set of workloads, whereas the low-level objects represent components such as demultiplexers and queues. This approach frees the simulation designer to operate at various levels of abstraction:

- high-level—for example, by simply creating and configuring existing macro-objects;
- mid-level—for example, by modifying the behavior of an existing macro-object in a derived subclass; or
- low-level—for example, by introducing new macro-objects or splitting objects into the ns core.

Finally, class hierarchies allow users to specialize implementations at any one of these levels—for example, extending a “vanilla TCP” class to implement “TCP Reno.” The net effect is that users can implement their simulation at the highest level of abstraction that supports the required level of flexibility, thus minimizing exposure to unnecessary details and the burden associated with them.

**TYPES OF NS RESEARCH**

Network research simulation categories represent three broad themes:

- selecting a mechanism from among several options,
- exploring complex behavior, and
- investigating unforeseen multiple-protocol interaction.

The following examples from the broad base of ns-based simulations in the networking community illustrate each of these themes.

**Selecting a mechanism**

As in most design activities, much time is lost in selecting which alternative to use in accomplishing a goal. Researchers have used ns to develop TCP variants and extensions, explore reliable multicast protocols, and consider packet-scheduling algorithms in routers.

A simulator-specific TCP implementation aided the efforts to use ns to explore TCP variants and extensions, such as selective acknowledgments, forward acknowledgments, explicit congestion notification, and pacing. Omitting application-specific baggage such as memory management and IP fragmentation allows ns users to focus on research issues such as packet retransmission policies and throughput.

**Exploring complex behavior**

Complex behavior often appears as unexpected self-organization of dynamic systems, including examples such as

- synchronization of periodic network traffic such as routing updates,
- TCP “ACK compression” in asymmetric or congested networks,
- undesired or unpredicted differential treatment of TCP flows because of RTT variations,
- contention for bandwidth reservations, and
- “ACK implosion” for large-scale reliable multicast protocols.
Simulation has proved useful in helping to identify and understand each of these phenomena.

Error recovery in SRM technology is an example of ns’s exploration of complex behavior. SRM supports reliable communication for large groups. It uses a probabilistic-based negative acknowledgment (NACK) protocol to achieve reliability. A receiver detecting a loss multicasts NACK to the group. Each group member with the missing data prepares to repair the error. To avoid repair implosion (everyone sending the repair at once), SRM delays repairs by a random time proportional to the estimated distance between the participants.

Although the original SRM simulations used stand-alone simulation, we added an SRM implementation to ns. Researchers have since used the implementation to study SRM recovery behavior over a wide range of variants and topologies.

Comparing research results
Comparing a new protocol design against existing protocols is a common research challenge. Comparisons of full protocols are often difficult because they require a particular operating system or they are not widely available. Ns is an ideal virtual testbed for comparing protocols because it offers a publicly available simulator with a large protocol library.

The reliable multicast community has used ns widely for protocol comparison. In addition to the SRM variants previously described, Christophe Hånle used ns to compare the multicast file transfer protocol, and Dante Delucia used it to research representative-based congestion control.

Multiprotocol interactions
Multiprotocol interactions include either

- the impact of protocol operation on another layer (for example, HTTP on TCP), or
- the interaction of unrelated protocols (for example, the effect of uncontrolled traffic sources on congestion-controlled traffic flows).

Studying protocol interactions requires twice the effort that studying a single protocol does. The designer must understand and implement protocols at all relevant layers. Ns reduces this effort by providing a validated library of important protocols.

Random early detection (RED) and TCP Snoop are two examples where ns greatly aided protocol studies. RED explored interactions between TCP and router queueing policies; Snoop explored interactions between TCP and wireless networking. RED queue management suggests that routers should detect incipient congestion (before running out of buffer capacity) and signal the source. Early work on RED began on an ancestor of ns; RED is now a standard part of the simulator. Connection snooping proposes that TCP performance can be improved if routers replay TCP segments lost because of transmission failure over a wireless hop. Both approaches benefited from the rich ns protocol library.

EVALUATION
Many users have contributed to the VINT effort. The project spans four geographically dispersed developer groups. Messages posted to the mailing list indicate that the user community includes more than 200 institutions worldwide, and ns incorporates much code contributed from this user community.

Currently, users can contribute code in two ways: on a contributed-code Web page or through incorporation into the main ns distribution, typically with documentation and a validation test program. Code integrated into the main distribution will track ns as it evolves; experience stresses the importance of automated validation tests in this process.

Although the ns user community has been steadily growing, there will always be times when a researcher finds it more convenient to write stand-alone code or to choose an alternative general-purpose simulator. A custom simulator can exactly address the problem a researcher faces. Although ns’s abstraction techniques allow two-orders-of-magnitude scaling, a custom simulator can get exactly the correct scaling behavior. Also, a new simulator will avoid the cost of learning ns. However, we have found that researchers often underestimate the infrastructure required to build a new simulator and interpret its results.

Wide use of a common simulation platform provides serendipitous effects, however. Ns encourages researchers to incorporate its rich collection of alternatives and variants for frequently used functions—for example, for TCP and queueing variants—into the parameters of their own simulations. Without ns or a similar environment, the additional cost of developing the required infrastructure would likely prevent researchers from delving so deeply.

This benefit particularly applies to experimental new approaches. For example, RED queue management in ns was widely used in many simulations well before it was standardized and available in products. This availability has helped develop understanding and acceptance of RED, and it has helped other researchers anticipate how their protocols will behave in future networks.

On the other hand, a disadvantage of ns is that it is a large system with a relatively steep initial learning curve. A tutorial contributed by Marc Greis and the continuing evolution of ns documentation have improved the situation, but ns’s split-programming model remains a barrier to some developers.
We chose ns's fine-grain object decomposition intentionally because it allows two levels of programming. Simple scripts, topology layout, and parameter variation can often be done exclusively in OTcl. Although developers must use C++ to implement most new protocols, ns's object-oriented structure makes it fairly easy to implement variants of existing protocols. For completely new protocols, the large set of existing modules promotes reuse by advanced programmers, as evidenced in ns's existing protocols and classes.

Simulation plays a valuable role in network research. A diverse set of researchers using a standard framework increases the reliability and acceptance of simulation results. Despite the benefits of a common framework, the network research community has largely developed individual simulations targeted at specific studies. Because of the focused nature of such simulators, studies that employ them often do not reflect the breadth of experience that can result if experimenters use a more extensive set of traffic sources, queuing techniques, and protocol models.

The VIN T project, using ns as its simulator base and nam as its visualization tool, has constructed a common simulator containing a large set of models for use in network research. By including algorithms still undergoing research, simulator users can explore how their particular work interacts with these future techniques. In several cases, we have incorporated modules developed outside the VIN T project as standard simulator components. Although the VIN T project has so far been relatively successful, it and the ns simulator must address more challenges, such as

- developing mechanisms for the successful integration of code from the user community,
- reducing the ns user's learning curve,
- developing tools for large-scale simulations with a diverse traffic mix, and
- providing tools for newer areas of research such as mobility and higher-level protocols.

Acknowledgments

We thank the following for their contributions to ns and this article: Sandeep Bajaj, Padma Haldar, Mark Handley, Tom Henderson, Satish Kumar, Giao Nguyen, Reza Rejaie, Nader Saleki, Scott Shenker, Puneet Sharma, and Daniel Zappala, and the CMU Monarch project. A more complete list of ns contributors can be found at http://www-mash.cs.berkeley.edu/ns/ns-contributors.html. This research is supported by the Defense Advanced Research Projects Agency through the VIN T project at the LBNL under DARPA Order E243; at USC/ISI under DARPA Grant ABT63-96-C-0054; and at Xerox PARC under DARPA Grant DABT63-96-C-0105.

References


Lee Breslau was a co-principal investigator at Xerox PARC, where his work included admission control and Web cache consistency algorithms. He is currently at AT&T Research.
Deborah Estrin is a VINT co-principal investigator and a professor in the Computer Science Department at the University of Southern California. She is also known for her multicast protocol work.

Kevin Fall, currently at Intel, was a member of the Lawrence Berkeley National Laboratory technical staff, where his ns work included full TCP, emulation, and RED.

Sally Floyd was a co-principal investigator at Lawrence Berkeley National Laboratory. She was a co-developer of ns-1, and her work in ns-2 included TCP, ECN, RED, and the ns TCP test suites. She is currently at ACIRI.

John Heidemann is a computer scientist at the University of Southern California/Information Sciences Institute, where his research includes ns scaling and architecture.

Ahmed Helmy, formerly a graduate student at the University of Southern California, is now a professor in the USC Department of Electrical Engineering. He developed and now leads the STRESS approach to identifying protocol pathologies.

Polly Huang received a PhD from the University of Southern California, where her thesis examined simulation scaling through abstraction. She is currently pursuing postdoctoral studies at ETH Zurich.

Steven McCanne was a primary developer of ns-1 and the ns-2 approach to fine-grained composition. Formerly an assistant professor at UC Berkeley, where he used ns-2 to study reliable multicast, McCanne is now CTO of FastForward Networks.

Kannan Varadhan was formerly a graduate student at the University of Southern California, where his thesis work examined TCP and SRM behavior in the face of network dynamics. He is currently at Lucent Technologies, Bell Labs.

Ya Xu was a staff programmer at the University of Southern California/Information Sciences Institute, where his work on VINT included major enhancements to nam and the wireless protocol stack.

Haobo Yu is a graduate student at the University of Southern California, where his research includes Web and cache consistency protocols and application-level routing. Yu is responsible for the current ns Web model.

The MIS and LAN Managers Guide to Advanced Telecommunications

How will it all connect?

Find out in

$40 for Computer Society members

Now available from the Computer Society Press