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Abstract

Modern peer-to-peer and grid systems are characterized by very large scale, poor reliability, and extreme dynamism of the participating nodes, with a continuous flow of nodes joining and leaving the system. In order to develop robust applications in such environments, middleware services aimed at dominating the inherent unpredictability of the underlying networks are required. One such service is aggregation. In the aggregation problem, each node is assumed to have a numeric attribute representing some local property. The task is to extract global information about these attributes and make it available to the nodes. Examples include the total free storage, the average load, or the size of the network. In this paper we tackle the ranking problem in dynamic, large scale, unreliable networks. In the ranking problem, the set of nodes has to be sorted according to their numeric attributes and each node must be informed about its own index (rank) in the global sorting. This information can be used to compute the median or any other percentile, provided the size of the network is known. We propose T-RANK, a robust and completely decentralized algorithm for solving the ranking problem. Due to the characteristics of the targeted environment, we aim for a probabilistic approach and accept minor errors in the output. We present extensive empirical results that suggest near logarithmic time complexity, scalability and robustness in different failure scenarios.

1. Introduction

Computer networks in general, and the Internet in particular, are experiencing an explosive growth in many dimensions, including size, user base and geographical span. The potential for communication and access to computational resources have improved dramatically both quantitatively and qualitatively in a short time. These trends are witnessed by the emergence of new design paradigms such as peer-to-peer (P2P) and grid computing.

The large scale and extreme dynamism of these novel environments pose special challenges to developers: performing global computations requires the orchestration of a huge number of nodes, in spite of a continuous flow of nodes joining and leaving the system. Special middleware services are required that shield the application from the resulting unpredictability of the environment.

One such important service is aggregation [3]. Aggregation is a common name for a set of functions that provide a summary of some global property in a distributed system. Possible examples include the network size, the total free storage, the maximum load, the average uptime, location and description of hotspots, etc. The computation of simple aggregate values can be used to support more complex protocols. For example, the knowledge of average load in a system can be exploited to implement near-optimal load-balancing schemes [4].

Many existing aggregation solutions are reactive [5], meaning that aggregation is triggered by a specific query issued by a node, and the answer is returned to the issuer. Instead, we are interested in proactive protocols, where results are continuously made available to all nodes. Proactive protocols are useful when aggregation is used as a building block for other decentralized algorithms, as in the load-balancing example cited above. Furthermore, proactive protocols are completely decentralized and “democratic”, with every node participating equally, without any centralized bottleneck or point of failure.

In our previous work [6, 7], we proposed gossip-based algorithms for computing a large collection of statistical functions, including maximum, minimum, means, counting, sum, product, variance and other moments. Thanks to the gossip approach, the algorithms are characterized by extreme robustness and scalability, together with a very small communication cost.

The contribution of this paper is to extend and build upon our previous work by proposing an algorithm for solving the ranking problem. The ranking problem is closely related to the sorting problem, where the task is to sort the nodes
according to their attributes; the additional goal is to inform all nodes about their own index (rank) in the global sorting.

We look for the output of the sorting in the form of an overlay network that embeds a linked list data structure. This linked list defines the sorting by connecting each node to its successor and predecessor node according to the sorting. We define the ranking algorithm on top of this overlay network. The reason for this choice is that although in certain environments, like file sharing networks, there seem to be always a sufficient number of strong and stable nodes [8] that can act as pseudo-servers (or superpeers), it is not always guaranteed to be the case. We intend to develop protocols that are robust to the distribution of the computational resources in the network, thereby making the scope of applicability wider, so we require only minimal efforts from all participants. Operating with overlay networks supports this goal, as we show later.

In short, the basic idea is that we first apply T-MAN, a protocol developed by us [9], to generate the overlay topology that defines the sorting, then we add long range links to this topology in an informed manner so that we can propagate ranking information in a logarithmic time. The subject of the present paper is the protocol T-RANK, that we propose for building the long range links and propagating the ranking information in this modified overlay network.

The outline of the paper is as follows. In Section 2 we define the system model. Section 3 presents the problem, describes the core idea of the protocol and discusses the algorithmic details of the protocol. Section 4 presents simulation results. Finally, related work and conclusions are given in Section 5 and Section 6.

2. System Model

We consider a network consisting of a large collection of nodes that are assigned unique identifiers and that communicate through message exchanges. The network is highly dynamic; new nodes may join at any time, and existing nodes may leave, either voluntarily or by crashing. For the sake of simplicity, in the following we limit our discussion to node crashes, that is, we treat nodes that leave voluntarily as crashed nodes. This clearly represents a worst case scenario, since we could add special procedures to handle node leaves. Byzantine failures, with nodes behaving arbitrarily, are excluded from the present discussion.

We assume that nodes are connected through an existing routed network, such as the Internet, where every node can potentially communicate with every other node. To actually communicate, a node has to know the identifiers of a set of other nodes (its neighbors). A neighborhood relation over the nodes defines the topology of an overlay network. Given the large scale and the dynamism of our envisioned system, neighborhoods are typically limited to small subsets of the entire network. The neighbors of a node (and so the overlay topology) can change dynamically.

Communication incurs unpredictable delays and is subject to failures. Single messages may be lost, links between pairs of nodes may break. Occasional performance failures in communication (e.g., delay in receiving or sending a message in time) can be seen as general communication failures, and are treated as such. Nodes have access to local clocks that can measure the passage of real time with reasonable accuracy, that is, with small short-term drift.

3. The Algorithm

This section gives a formal description of the ranking problem and the basic concepts, along with the solution we propose: the T-RANK algorithm.

3.1. Definition of the Problem

As mentioned before, all nodes in the system hold a value that is used in the sorting problem. For the sake of simplifying language, we will often refer to the value as if it was the node itself.

The input of the ranking problem is a set $\mathcal{N}$ of $N$ nodes, together with a total ordering relation $\preceq$, defined over $\mathcal{N}$. We assume that, given two nodes $r$ and $q$, each node can establish whether $r \preceq q$ or $q \preceq r$, that is, nodes know and can apply the ordering relation. We define a ranking distance function $d : \mathcal{N} \times \mathcal{N} \rightarrow \mathbb{Z}$, where $d(r, q)$ is equal to number of “hops” that must be traversed to go from one node to the other:

$$d(r, q) = \left| \left\{ r' \mid \min(r, q) < r' \leq \max(r, q) \right\} \right|$$

The goal of the protocol is to compute the ranking position of each node in the ordered sequence defined by $\preceq$, corresponding to its distance from the first node of the sequence (i.e., one as the minimum value), and to also inform each node about its rank.

Motivated by the arguments given in the Introduction, we are interested in a completely decentralized solution, where each node participates in a “democratic” way (i.e., with the same amount of resources) to the computation of the ranking, using only local information.

3.2. The Idea

The idea behind the proposed solution is the following: if we can build a structured overlay topology over the set of nodes that reflects the $\preceq$ order relation, that is, that embeds the ordering as a linked list, we can use it to (i) discover the first node in the sequence (and thus its rank: 1), and (ii) propagate rank information following the overlay links and we can also add shortcuts to the overlay defining the
ordering so as to facilitate the propagation of the rank information.

In fact, the topology that embeds the ordering will be a one-dimensional linear lattice topology, illustrated in Figure 1(a). Each node $r$ is connected to the nodes whose ranking distance is less than a configuration parameter $K \geq 1$. We call these nodes leafs; each node $r$ will maintain two distinct leaf vectors, called leaf$_f$ and leaf$_s$, respectively containing nodes that precede (predecessors) or succeed $r$ (successors):

$$
\text{leaf}_f^r[i] = \begin{cases} \text{r}' \text{ if } d(r, r') = i \text{ and } r' \leq r \\ \bot \text{ if no such } r' \text{ exists} \end{cases}
$$

$$
\text{leaf}_s^r[i] = \begin{cases} \text{r}' \text{ if } d(r, r') = i \text{ and } r \leq r' \\ \bot \text{ if no such } r' \text{ exists} \end{cases}
$$

The length of these vectors is the number of non-$\bot$ elements. The length is at most $K$ but sometimes smaller; obviously, those nodes that are closer to the beginning or the end of the ordering than $K$ will not have $K$ nodes preceding them or succeeding them, respectively. Also note that the larger $K$ is, the higher the probability is that the overlay network will not get partitioned due to node or link failures.

Once this network is available, a trivial solution to the ranking problem is the following: the nodes whose leaf$_f$ set is smaller than $K$ can easily compute their rank, which is equal to the number of leaf$_f$ entries. Whenever a node $r$ discovers its rank $v$, it sends a message to each node $q =$ leaf$_f^r[i]$, informing $q$ that its rank is equal to $v + i$. It is easy to see that this algorithm will eventually lead to each node knowing its rank in the total order $\preceq$.

The problem with this solution is the number of steps required to complete the algorithm, which is $O(N)$. To improve the speed of convergence, we propose to build a finger-based topology, as shown in Figure 1(b), where nodes are connected to “distant” nodes in the ordered sequence. These nodes are called fingers. In our solution, we want to build a target topology, where the finger set of a node $r$ contains all nodes whose distance from $r$ is equal to $2^i$, for $i \geq 0$. As with leafs, each node $r$ organizes the information about fingers in two vectors finger$_r$, and finger$_s$, with predecessor and successors fingers, respectively:

$$
\text{finger}_r^r[i] = \begin{cases} \text{r}' \text{ if } d(r, r') = 2^i \text{ and } r' \leq r \\ \bot \text{ if no such } r' \text{ exists} \end{cases}
$$

$$
\text{finger}_s^r[i] = \begin{cases} \text{r}' \text{ if } d(r, r') = 2^i \text{ and } r \leq r' \\ \bot \text{ if no such } r' \text{ exists} \end{cases}
$$

The propagation algorithm can now be modified to exploit also the fingers: a node $r$ with rank $v$ can send a message to its finger $q = \text{finger}_r^r[i]$ informing it that its rank is $v + 2^i$. It is easy to see that, in the absence of failures, the number of steps needed to complete the algorithm is $O(\log N)$, thanks to the exponential distance of fingers, assuming that all fingers are informed in a single timestep.

In the rest of this section, we provide the algorithmic details of the protocol. For building and maintaining the ordering topology, we rely on our existing work [9], T-MAN. T-MAN is a gossip-based protocol scheme for the construction of several kinds of topologies. We provide a brief description of T-MAN below; interested readers may refer to the original paper for details [9]. Subsequently we focus on the description of T-RANK, the algorithm used to discover fingers and propagate rank information.

### 3.3. The T-MAN Algorithm

T-MAN is a gossip-based protocol scheme for the construction of several kinds of topologies. Each node maintains a list of neighbors. This list is of a fixed size, and updated periodically through gossip. In a gossip step, a node contacts one of its neighbors, and the two peers exchange their lists of neighbors, so that both peers have two lists: their old list and the list of the selected neighbor. Subsequently both participating nodes update their lists of neighbors by selecting the new list from the union of the two old lists. The key is how to select peers for a gossip step, and how to update the list of neighbors based on the two lists.

In T-MAN, the peer selection and the list update functions are implemented based on a ranking function (not to be confused with the ranking in this paper). The ranking function can be used to sort the list of neighbors to create an order of preference. This order of preference can be used to select peers and to update the list. The ranking function of T-MAN is a generic function and it can capture a wide range of topologies from rings to binary trees, from $n$-dimensional lattice to sorting. In particular, in the case of sorting, the order of preference is defined by the function $d(r, r')$ as defined previously.

As described in [9], T-MAN is able to construct overlay topologies in approximately logarithmic time, with high accuracy.
3.4. The T-RANK Algorithm

The T-RANK algorithm is illustrated in Figure 2. Even though the system is not synchronous, we find it convenient to describe the protocol execution in terms of consecutive real time intervals of length δ called cycles. We describe the algorithm following its organization, namely introducing variables and discussing their initialization first; then, we present the periodic section, whose task is to discover new fingers and propagate ranking information.

As anticipated above, each node maintains four vectors leaf, leafs, finger, and finger. The first two contain the leafs, as obtained by T-MAN. The last two should contain fingers whose distance is equal to 2i; due to failures, however, discovering nodes at the required distance may be impossible. For this reason, the finger vectors are allowed to store nodes whose distance is smaller than required, and two dist vectors are created to contain the actual distance of nodes. If a finger is discovered with distance d included in [2i, 2i+1 − 1], it is stored in finger; (where t corresponds to the appropriate direction); furthermore, value d is stored in dist[i].

In addition to these vectors, four variable sets are maintained. Their goal is to reduce the amount of messages sent by the algorithm, by storing information about the nodes that need to be updated. In particular, newleafs and newfingers contain the indexes of the nodes to which the rank information need to be propagated, while next and next contain the indexes of the new discovered predecessor and successor fingers. All these sets trigger the sending of corresponding messages in the periodic section of the algorithm, after which they are emptied.

Finally, variable rank contains the current estimate of the rank position. rank is initialized to -1 to denote that the node does not know its position at the beginning.

The algorithm initialization is as follows. First, the leaf and finger vectors are initialized as described in Section 3.2, and the dist vectors are set accordingly. Second, nodes that are beginning of the ordered sequence (recognized by a leaf, set smaller than a given threshold) initialize their rank based on the cardinality of leaf, and update their newleafs and newfingers sets to start sending ranking messages to their neighbors.

The core of the algorithm is given by the periodic sending of messages and their handling. Two kinds of messages are sent: rank ones are used to notify nodes with their rank position, while view messages are used to build the finger table. Communication is one-way; as we will see in Section 4, the algorithm is capable of dealing with message losses.

RANK messages are sent to all nodes in newleafs and newfingers; the rank value contained in them is computed by adding the distance of the destination node (obtained by the position in leaf, or the distance in dist,) to the rank of

```plaintext
// Variables
Node[ ] leaf, leafs, finger, finger
int[ ] dist, dist,
Set next, next,
Set newleafs, newfingers = ∅
int rank = -1

// Initialization:
leaf and leafs are initialized by T-MAN, with K leafs
Init finger, finger, based on leaf, leaf
foreach i do dist[i] = dist[i] = 2i
next = { i | finger[i] ≠ ⊥ }
next = { i | finger[i] ≠ ⊥ }
if (|leaf| < threshold)
newleafs = { i | leaf[i] ≠ ⊥ }
newfingers = { i | finger[i] ≠ ⊥ }
rank = |leaf|

repeat periodically every δ time units

// Send rank
foreach i ∈ newleafs :
 send ⟨rank, rank + i⟩ to leaf[i]
foreach i ∈ newfingers :
 send ⟨rank, rank + dist[i]⟩ to finger[i]
newfingers = newleafs = ∅

// Send fingers
mask = next ∪ next,
foreach i : finger[i] ≠ ⊥ and tosend(i)
 send ⟨view, dist[i], finger, mask, dist, mask⟩
 to finger[i]
foreach i : finger[i] ≠ ⊥ and tosend(i)
 send ⟨view, dist[i], finger, mask, dist, mask⟩
 to finger[i]
next = next = ∅

on receive ⟨view, d, f_q, d_q⟩
foreach f_q[i] :
e = d_q[i] + d, l = bits(e)
if (finger(l) == ⊥ or f_q[l] < finger(l))
if (t == S and rank ≥ 0)
 newfingers = newfingers ∪ { l }
 finger[l] = f_q[l]
dist[l] = e
next[l] = next ∪ { l }

on receive ⟨rank, r⟩
if (r > rank)
 rank = r
newleafs = { i | leaf[i] ≠ ⊥ }
newfingers = { i | finger[i] ≠ ⊥ }
```

Figure 2. T-RANK Algorithm.
the local node. After the sending of the message, *newleaves* and *newfingers* are emptied, to avoid further sending of the same value. When a *rank* message containing a new rank value is received, the node updates its local value and stores all leaves and fingers in *newleaves* and *newfingers*, to propagate the new rank value to its successor neighbors. Note that the rank value is considered new only if it is greater than the previous value; this is because in case of a non-perfect leaf ordering (as the one produced by T-MAN), the estimate of this value can be initially smaller than the real value.

Finger tables are built in the following way. Each node sends a *view* message containing its predecessor fingers to its successor ones, and a message containing its successor fingers to its predecessor ones. In this way, at each cycle a node discovers nodes that are progressively further away from itself; for example, when a node *p* receives from its successor *q* with distance $2^i$ a successor finger *r* of *q* whose distance is $2^j$, it discovers that *r* is distant $2^{i+1}$ and can fill the corresponding entry in *fingers*. In case of failures, if a node *p* receives a message from a non-perfect successor finger *q* with distance in $[2^{i-1}, 2^i - 1]$, containing a non-perfect successor finger *r* with distance in $[2^{i-1}, 2^j - 1]$ from *q*, the distance from *p* to *r* is in the range $[2^i, 2^{i+1}-1]$ and *r* can fill the corresponding entry.

To avoid sending an excessive amount of information, just new fingers (the one stored in *mask = next_r ∪ next_s*) are sent to the opposite nodes. In the algorithm, we abuse of notation by writing *fingers* $\cap$ *mask* and *distance* $\cap$ *mask* ($t = P, S$), to indicate this restriction. Clearly, if the *next_r* or *next_s* are empty, the corresponding message is not sent.

Function *tosend* is used in the figure to determine the set of fingers to which the *view* message has to be sent. For the moment, we consider a function that returns always true, meaning that fingers are propagated to all nodes. This is the safest assumption in the case of failures, but also the more costly one. We will see alternative possibilities in Section 4.

When a *view* message is received, the node verifies whether some of the nodes received may be used to insert a new entry or replace an existing one in the finger table. The predefined function *bits*(*x*) returns *i* if *x* is contained in $[2^{i-1}, 2^i]$. If a new finger is found, it is added to *next_r* or *next_s*, if it is a successor finger, and the node has already received a rank estimate (certified by *rank ≥ 0*), *newfingers* is updated as well.

4. Evaluation

All experiments in the paper were performed with *Peersim*, a simulator developed by us and optimized for executing cycle-based protocols as T-RANK [4]. In all figures, 20 individual experiments were performed. Averages computed over all experiments are shown as curves. In most of the experiments, the empirical variance of the results is very low.

When this is not true, the variance has been shown through error bars.

We present two sets of results. The first set is performed over a perfect regular lattice, where each node is connected to the *K* nodes that precede it and to the *K* nodes that succeed it in the linear ordering. These simulations serve as a baseline for comparison with the experiments on non-perfect lattices (such as those produce by T-MAN) and to illustrate the robustness of the algorithm with respect to node failures. The second set presents more realistic results based on the topologies constructed by the T-MAN distributed protocol. The extreme robustness is confirmed, even with the suboptimal topologies constructed by T-MAN. For all the simulations, the value of *K* is equal to 20. This means that the leaf degree of the nodes equals to $2K = 40$: this value is also suggested by empirical results with T-MAN [9], and has proven to be sufficient to obtain good approximations even in very large networks.

To evaluate our protocol, we are interested in the following metrics: convergence speed and communication cost. Regarding convergence speed, we are interested in how many steps are needed to inform all nodes about their rank. Regarding communication cost, two kinds of messages are sent, *rank* and *view*. The latter ones represent the higher cost, because they are sent in each cycle to all the current fingers.

Orthogonal to these figures of merit, we are interested also in the scalability and robustness characteristics.

4.1. Simulation Experiments

Figures 3 and 4 show the behavior of the protocol when executed starting from a perfect lattice. The T-RANK protocol was executed on a simulated network of $2^{18}$ nodes. Three curves are shown, corresponding to a failure probability of 0%, 0.5% and 1% per cycle. Figure 3 shows the number of nodes that have obtained the correct estimation of the rank after each cycle. In the absence of failures, the number of nodes knowing their correct rank grows exponentially. In case of failures, the growth is slightly slower, due to the impossibility to discover some of the farthest fingers. In both cases, the number of cycles to complete the rank estimation is reasonably low.

Figure 4 shows the total number of *view* messages exchanged per node after each cycle. In the absence of failures, if a node *p* knows a finger whose distance is $2^i$, at the next cycle it will discover a link whose distance is $2^{i+1}$ (if such finger exist). This quickly leads to completion of the finger tables of all nodes, after which no *view* messages are sent. Failures, on the other hand, may slow down the discovery process, as long-range fingers may not be present due to unavailability of nodes.

To illustrate the scalability of our protocol, we have
Figure 3. Number of correct nodes that have learned the exact ranking after each cycle. The initial network is a linear lattice with regular degree equal to 40. Network size is $2^{18}$.

Figure 4. Number of \texttt{VIEW} messages exchanged after each cycle. The initial network is a perfect linear lattice with regular degree equal to 40. Network size is $2^{18}$.

Figure 5. Number of cycles needed to complete the protocol, on networks with variable size in the range $[2^{10}, 2^{18}]$. The initial network is a perfect linear lattice with regular degree equal to 40.

Figure 6. Total number of \texttt{VIEW} messages sent per node to complete the protocol execution, on networks with variable size in the range $[2^{10}, 2^{18}]$. The initial network is a perfect linear lattice with regular degree equal to 40.
tested it on networks with different sizes ranging between $2^{10}$ and $2^{18}$ nodes. Results are shown in Figures 5 and 6. As before, three curves are shown, corresponding to a failure probability of 0%, 0.5% and 1% per cycle. Figure 5 shows the number of cycles needed to complete the protocol, i.e. for all nodes to know their exact rank. Such desirable output has always been reached in all our simulations, independently of size and failure probability. As mentioned earlier, in a static network the number of cycles grows logarithmically with respect to the size of the network. The presence of failures slow down the algorithm, but only by a small constant factor.

Figure 6 shows the total number of view messages per node. In this case, the growth is superlogarithmic with respect to the size of the network. Yet, the number of messages involved (around 300 in a static network with to $2^{18}$ nodes) is very small when compared to the size of the network itself.

Figures 7 and 8 show the same scalability results, but starting from a topology built by T-MAN, instead of a statically generated network. In a static network, convergence is as quick as in the optimal case. The presence of failures, as before, may slow down the convergence. In the larger network, it is also possible that a perfect ranking is not reached. However, we can observe that T-MAN provides a sufficiently good sorting topology as the results are very close to that of the perfect sorting. In fact, the sorting generated by T-MAN is almost perfect, only very few nodes are misplaced. To illustrate this, consider Table 1, where the detailed distribution of the error (difference from correct rank) is shown along with the number of nodes with the difference in question. Three typical experiments are shown, with a network size of $2^{18}$ and failure probability of $p = 1\%$ per cycle. The number of nodes do not sum up to $2^{18}$ because of the large number of nodes that have crashed in the meantime. We can observe that there are very few outliers, and most of the nodes are very accurately ranked, especially considering the size of the network.

Figure 9 illustrates the same error distribution as a function of time. It depicts statistics of the error of ranking during a single run of T-RANK. The network size was $2^{18}$ with a failure probability of $p = 1\%$. The initial network was obtained by the execution of T-MAN. We can see that the average error is very low while the maximal error is relatively high. Fortunately, as illustrated by Table 1, the maximal value is represented by outliers that form an ignorable minority.

### 4.2. Optimization

It is possible to reduce the number of messages that need to be sent during the running of T-RANK. In this section we present two ideas and illustrate them through simulation experiments, based on the perfect sorting as input.

As a first possibility for optimization, we can reduce the number of messages sent by changing function tosend(). If tosend($i$) returns true only if $i \in \text{mask}$, with $\text{mask}$ computed as $\text{next}, \cup \text{next}$, the algorithm converges as quickly as the original algorithm in the absence of failures, as shown in Figure 10. The number of messages exchanged is much
Figure 10. \(T\text{-RANK}\) with tosend\((i)\) returning true only if \(i \in \text{next}_p \cup \text{next}_s\). Figures show the number of cycles to reach perfect ranking, and the number of messages sent per node, respectively.

<table>
<thead>
<tr>
<th>Experiment 1</th>
<th>Experiment 2</th>
<th>Experiment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>error</td>
<td># nodes</td>
<td>error</td>
</tr>
<tr>
<td>0</td>
<td>4252</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>12407</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>167688</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3855</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1149</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>921</td>
<td>207</td>
</tr>
<tr>
<td>13</td>
<td>428</td>
<td>1</td>
</tr>
<tr>
<td>1382</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Three independent runs as illustrative examples for the distribution of the error over the nodes.

smaller however as shown in the same figure.

Unfortunately, in the presence of failures, the convergence is much slower, particularly with large networks. The reason for this is that in the case of failures, if a node does not receive a finger with distance \(2^i\) from a finger at distance \(2^i\) (because the latter is crashed), it cannot find a finger of distance \(2^{i+1}\). However, it can still receive long-range fingers from other nodes whose distance is not exactly \(2^i\), and thus jump over the gap.

As a second idea of optimization, consider that we do not need to send messages to all fingers. If we modify function tosend\((i)\) to return \(i \in \text{mask} \lor \text{toss}(r)\), where \(\text{toss}(r)\) returns true with probability \(r\), we obtain a lighter version of the algorithm that sends messages to all nodes in \(\text{mask}\), in addition to some other nodes chosen at random. Figure 11 shows the behavior of the algorithm for various values of \(r\) (where \(r = 1\) corresponds to the tosend function that always returns true). As can be seen, for values of \(r\) as small as 20%, the convergence does not suffer, while the number of messages sent is greatly reduced.

4.3. Some Practical Considerations

A few notes on a possible implementation must be made. In the context of data aggregation with gossip protocols,
we have proposed solutions to handle synchronization and dynamism in [7]. In short, we believe that these solutions might work also for T-RANK, but this intuition remains to be validated.

Here, the key idea to handle dynamism is periodic automatic restarting, organizing the runs in so called epochs, which serve also as synchronization units. The start of the new epoch effectively propagates through the system similarly to an epidemic broadcast, only much faster because most of the nodes initiate it at the same time. The epoch has a fixed length after which a new one starts automatically.

Note also that several instances of the protocol can run at the same time which increases reliability and in our case also performance. Last but not least, union can be performed also in time if periodic restarting is applied, since during two consecutive epochs it is unlikely that the new set of nodes in the system is totally non-overlapping with the previous set due to dynamism.

5. Related Work

The several manifestations of the problem of sorting and ranking in distributed systems have long been an important area of research. Many, rather different definitions of the problem exist that can be classified according to the nature of the distribution of the data and the features of the networking environment, but in all cases it is the data that moves in the network, not the (overlay) network adapts to the data, as in our case. Nevertheless, to focus on those solutions that were designed to operate in an unreliable environment, for example, Byzantine failure has been considered in a fixed hypercube topology [10] and dynamically changing values were tackled using the self-stabilization framework of Dijkstra [11], over a spanning tree topology. In comparison, our approach is probabilistic partly to deal with the extreme failure scenarios we are targeting, and partly because the goal is not ranking per se, but to apply ranking information for data aggregation, so absolute precision is not crucial. For example, the median or other percentiles of a distribution carries information that cannot be captured by value-based statistics, such as average or variance, so ranking is a valuable resource of global information.

The idea of long term links (fingers) added to a large diameter linear structure to facilitate information propagation has been applied in overlay networks for different purposes in distributed hash tables (DHTs). Two examples that are based on such an approach are Pastry and Chord [12, 13].

6. Conclusions

In this paper we have proposed T-RANK, a protocol for solving the ranking problem in large-scale, dynamic networks. The protocol needs a one dimensional lattice overlay network representing the sorting of the nodes and assigns the ranks to the nodes based on propagating rank information in this overlay network while simultaneously enhancing the overlay with long range links to facilitate the propagation process.

It has been pointed out that the protocol is logarithmically fast if the input topology is perfect. It is also guaranteed to converge in the absence of failures. Most importantly, apart from these trivial theoretical observations, we
have presented extensive empirical evidence showing that
the protocol can be practically implemented based on T-
MAN, that provides the sorting, and that it is robust to node
failures (churn) and it is scalable.

As of applicability, reasonably cheap information on
ranking is potentially important in large scale dynamic dis-
tributed systems. For example, it provides the basis to de-
rive percentiles of the distribution of the values, and per-
centiles define points of the cumulative distribution func-
tion which carries all information about a distribution. This
way tests can be carried out to check if a given attribute has
a certain distribution, with a high accuracy, even in the case
of the ubiquitous heavy tail distributions, where other value
based statistics like variance might not even be bounded and
therefore are useless.

Some open problems still remain, such as the optimiza-
tion of message traffic, where lots of possibilities are left
unexplored, or the distributed implementation of the contin-
uous restarting of the protocol, where we can build on our
experience with other aggregation protocols as mentioned
earlier.
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