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Abstract

In this survey we will present the basic idea behind the content-
based image retrieval systems. We will present some low-level feature,
techiques for matching similarity and we will conclude by giving basic
ideas on semantic.
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1 Introduction

Nowadays, we are surrounded by multimedia devices. Many of us have a
camera, a cellular phone, an audio/video player, and so on . . .

The explosion of digital data in all of these forms (audio, video, text,
image, . . . ) has arisen a question about retrieve relevant information from
repository that could be very large.

Indeed, many areas of our world are affected by this problem. Con-
sider for example hospitals, where a large number of images is created every
day. Usually, the only way to searchig an image in those collections was by
keyword indexing or, simply, by browsing.

The ability to retrieve stored items from memory, based on similarity,
has become a key property that underlies much of what we associate with
human intelligence, including reasoning, classification and prediction. What
a human mind could solve effortlessly, remains a very difficul task for a
machine; these kind of task are often not computable, in general.

The text approach can be tracked back to the ’70 years and they provide
two main disavantages. One is about human labour; how many hours are
needed to manual annotate every image? The other is about the accuracy;
How can we be sure that the annotation is correct? it depends on human
perception [8].

Study about multimedia databases however have open the possibility to
content-based search. The word “Content-based” means that the search will
analyze the actual contents of the image rather than the metadata such as
keywords, tags, and/or descriptions associated with the image. We use the
term “content” to refer to those feature, such as colors, shapes, textures,
. . . , that can be derived from the image itself.

Nowadays, there are some web services that use the content-based for
image retrieval (CBIR). The most famous, maybe, is the tinyeye search
engine, whicth allow to search through the web for similar images. Other
image search engines, like google images, instead, do not take advantage of
these new possibility yet.

Since internet has become increasingly important and a lot of web ser-
vices were born, this topic has grown very fast in its importance. There are
a lot of people that still works [15] on this topic. For this reason, it is not
so hard to find general overview in this topic as eg. [18], [2], [12], [11], and
so on. . . .

2 Background

One of the first study in this sector is [6]. The authors explained new
methodology for image indexing and abstraction in pictorical databases in
order to facilitate image retrieval. The pictorical databases consisted of
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picture as object and picture relations.
The main difference between a text-based and a content-based retrieval

system is that the human interaction is an indispensable part of the first
system. Human tends to use high-level feature, such as concept, to describe
a picture, while a calculating machine is able to use only low level feature,
such as color, texture, shape, . . . .

In general there is no direct link between low-level feature and high-level
feature [17].

2.1 Extending standard DBMS

Typically, DBMS are not designed to deal with multimedia information. In-
deed multimedia files are often very large and their structures, very complex,
are very far away from the normal structures that a DBMS is used to deal
with. Furthermore, the structures of multimedia files, often, are not build
to handle content-based search.

What we have to do, so, is to exstend standard DBMS in order to be
able to deal with multimedia object. Many of DBMS known permits to add
user-defined data types and provides ad-hoc function in order to work on
them.

3 Low level image feature

Content-based image retrieval is based principally on low level image feature.
As it has been found that users are usually more interested in specific region
rather then entire image, most current content-based image retrieval systems
are region based. This means that tha image is divided in regions on which
the other operation are performed. To carry out this first step we need to
perform a segmentation of the original image.

We will consider several classes of features that are used to specify
queries: color, texture, shape.

3.1 Image segmentation

Automatic image segmentation is a difficult task to compute. A lot of tech-
niques have been proposed in the past, such as curve evolution [9] and graph
partitioning [13]. A lot of known techniques works well for images that have
homogeneous color regions. Let’s see an example of segmentation on one
picture in figure 3.1.

However, picture from the real world are richer of color and shades. In
literature are know many segmentation algorithm, like JSEG [7], blobworld
[4] or KMCC [14].
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Figure 1: Example of segmentation of a picture. (the red lines divided the
regions)

3.2 Color feature

Color features are easy to obtain, often directly from the pixels intensities
like color histogram over the whole image, over a fixed subimage, or over a
segmented region. It is one of the most used feature in image retrieval. The
colors are described by their color space: RGB, LAB, LUV, HSV, . . . .

RGB is the best known space color and is it commmonly used for visu-
alization. The acronym stands for Red Green Blue. This space color can be
seen as a cube where the horizontal x-axis as red values increasing to the
left, y-axis as blue increasing to the lower right and the vertical z-axis as
green increasing towards the top, as in figure 2.

Figure 2: The RGB color model mapped to a cube. The origin, black, is
hidden behind the cube.

RGB is a convenient color model for computer graphics because the hu-
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man visual system works in a way that is similar, though not quite identical,
to an RGB color space.

Another “famous” space color is the HSV. The acronym stads for Hue
Saturation Value. Refering to the image 3 we can see the color space as
a cylinder, where the angle around the central vertical axis corresponds to
hue, the distance from the axis corresponds to saturation, and the distance
along the axis corresponds to value (also called brightness).

Figure 3: The HSV space color.

3.3 Shape feature

There’s no universal definition of what a shape is. Impressions of shape can
be conveyed by color or intensity patterns, or texture, from which a geo-
metrical representation can be derived, like Plato’s Meno, where a socratic
dialog is made around the word “figure”.

Figure is the only existing thing that is found always following color -
Socrate

Shape feature (like aspect ratio, circularity, Fourier descriptor, consecu-
tive boundary segments, . . . ) are very important image feture, iven if they
are not so commmonly used in Region-Based Image Retrieval Systems. Due
to the inaccuracy of segmentation step, it is more difficult to apply shape
features instead of color or texture feature.

However in literature are know some Content-Based Image Retrieval
Systems that use this feature, like [21], [14] e [20].

3.4 Texture feature

A precise definition of texture is untraceable. The notion of texture gener-
ally refers to the presence of a spatial pattern that has some properties of
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homogeneity. In particular, homogeneity cannot result from the presence of
only a single color in the regions, but requires interaction of various colors.

However, texture information is important because it describes the con-
tent of many real world images suach as bricks, clouds, fog, etc. . . .

But, what is exactely a texture? let’s try to answer this question by
suggesting some examples, in figure 3.4.

Figure 4: Example of textures

Textures can provide particular information. They are called Tamura fe-
ture [19]: Coarseness (granularity of the pattern), Contrast (amount of local
changes in brightness), Regularity, Directionality, Line-likeness and Rough-
ness. The first three are considered the most important feature. The other
three are related to the first three and do not add much more information
on texture description.

4 Similarity

The problem of estimating the relative significance of different features per-
tains to information retrieval in general. Indeed the human perception can-
not be simulated exactly by a computational machine.

In order to approximate the expect result we will compare the low level
features of the selected images.

Basically, there are two ways to measure similarity of images:

• One-One Match: Each region of the query image is allowed to match
with only one region in the target image and, obviously, vice-versa.
Then the overall similarity is calculated as the weighted sum of the
similarity of each matched region. In [1] they suggest a way to have a
best match.

• Many-Many Match: In this case, a region of the query image is allowed
to match with one or more regions in the target image. In this case,
the most used algorithm is Earth Mover’s Distance [16]. It matches
perceptual similarity well.
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4.1 Color

Every electronic image is composed by a finite number of pixels, described
by using a certain type of color model. We could, simply, compare every
pixels of two candidate images in order to understand if they look similar
or not. By the way, this solution is not practically feasible.

eg : supose to use RGB color space and a depth of 24 bits per image. The
number of possibile, distinct, colors are 224 = 16777216: too much!

Indeed, there are some colors that are indistinguishable from each other.
eg: shade of red that our eye cannot distinguish, and so on. . . .

For all of those reasons, it is consider more practically create approximate
histograms of desired images, as in figure 4.1.

Figure 5: Example of histogram

By using an approximate histogram of desired image, we can, practically,
compare images each other. Indeed, histograms are vector and, as a vector,
we know how to measure the distance between two different vector.

4.2 Shape

In literature there are a lot of edge detector algorithm. After detected the
necessary edges of our figure is important to know how to encode all of them.

We could, simply, encode, after all the points have been ordered, the
shape by using a parametric curve. The main problem that arise from this
solution is that our shape will be encoded in vector of different length. How
can we compare vector of different length?

The idea is to consider only the n most interesting points.
So, given two different shapes, rappresented in vector of same length, a

common way to compare them is to use euclidean distance. By the way, this
solution is sensitive to alignament of values. Let’s see an example, in figure
4.2.
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Figure 6: Example of two similar shapes not alligned

What we need, so, is a technique that make us able to match points that
lie in near time slices. This is called Dinamic Time Warping (DTW).

4.3 Texture

It is not so easy to compare two different texture. As we saw previously,
the Tamura features, texture can express the idea of directional, contrast
and coarseness. We can use a Gabor Filter (of Dennis Gabor, nobel prize
in 1971) in order to understand presence of a particular pattern along a
direction.

Indeed it has been found that Gabor Filter are particularly appropriate
for texture representation and discrimination.

g(x, y;λ, θ, ψ, σ, γ) = exp
(
−x

′2 + γ2y′2

2σ2

)
cos

(
2π
x′

λ
+ ψ

)
where

x′ = x cos θ + y sin θ

and

y′ = −x sin θ + y cos θ

In this equation, λ represents the wavelength of the cosine factor, θ
represents the orientation of the normal to the parallel stripes of a Gabor
function, ψ is the phase offset, σ is the sigma of the Gaussian envelope and
γ is the spatial aspect ratio, and specifies the ellipticity of the support of
the Gabor function.
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By changing frequencies and orientations it has been found that Gabro
filters are very useful in order to extract features from an image.

5 Semantic

As we have seen from previous sections, content-based image retrieval is
based principally on low level features.

The main question that may arise could be: “is it possible to elevate the
image retrieval to semantic meaning?”. The state of the art for reducing the
semantic gap can be classified in different way. By considering application
domain, they can be classified as those who works on artwork retrieval,
scenery image retrieval, WWW image retrieval, etc . . . .

In some cases, semantic can be easily derived from our daily language.
We can describe the “sky” as an uniform blue region in the upper part of
an image. Starting from low level image features we can easly build up a
simple vocabulary, as in previous example. This vocabulary is also called
object-ontology, which provides high level concept for querying.

Quantization of color and texture feature is the main idea on which this
concept is based. The most used way is to quantize the colors information
by its color name (eg: “red”, “blue”, etc. . . ).

The well known color naming system is “CNS” (Color Name System)
proposed by Berk, Brownston and Kaufman [3]. It quantizes the HSL (Hue,
Saturation, Luminance) space into 627 distinct colors. Hue value is quan-
tized into a set of basic colors. Saturation and Luminance are quantized
into different bins as adjectives signifying the richness and brightness of the
color. The complete set of generic hue names in CNS is “red”, “orange”,
”brown”, “yellow”, “green”, “blue”, “purple”, “black”, “gray” and “white”:
10 base colors.

There is also a parallel need for texture naming system which would
standardize the description and representation of textures. However, texture
naming is found to be more difficult than color naming.

5.1 Image browsing/retrieval

In literature there are a lot of works on system for searching images in
databases. As we have seen, there are system that uses search by text
annotation, other by using feature similarity. A few systems combine text
and image data.

Searching using a simple conjunction of keywords and image features
is provided in Blobworld [4]. Here the image segment color is translated,
through a pre-processing step, in a series of color categories. Thus, searching
over all the image features become a easiest search over text annotation.
This solution seems to be efficient but potential for more sophisticate use it
is very limited.
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Another image retrieval system is Webseer [10]. It uses similar ideas of
Blobworld in order to evaluate queries over the web. It also indexes the
results of some automatically estimated image features. An example of one
of these features is to know whether the image is a photograph or a sketch,
specially for face finder.

Cascia [5] integrates text and histograms data for image indexing. Other
works have tried to use image feature to refine the query process.

Research in content-based image retrieval is a topic on which a lot of in-
dustries are investing their money. Indeed there are a lot interests around
this subject and is it probable that in the near future we will see a lot of
innovations.

In the past, CBIR it has been focused on low level features and image
processing. The experience has established that low-level image feature
cannot always describe high level semantic concepts. In the future, CBIR
will try to narrow down the semantic gap between user’s mind (and its
richness semantic) and computational power of our computers.
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