Efficient Binary Corona Training Protocols for
Heterogeneous Sensor and Actor Networks

F. Barsi, A.A. Bertossi, C. Lavault, A. Navarra, S. Olariu,® Pinotti, and V. Ravelomanana

Abstract—Sensor networks are expected to evolve into long-
lived, autonomous networked systems whose main mission ie t
provide in-situ users — calledactors — with real-time information
for specific goals supportive of their mission. The network $
populated with a heterogeneous set of tiny sensors. THeee sen-
sors alternate between sleep and awake periods, under progm
control in response to computational and communication neds.
The periodic sensors alternate between sleep periods and awake
periods of predefined lengths, established at the fabricadn time.
The architectural model of an actor-centric network used in this Fig. 1. (a)An actor-centric heterogeneous sensor network, whereridagle

work comprises in addition to the tiny sensors a set of mobile i, ’he middle represents the actor, circles represent fresers, and squares

actors that Organize and manage the sensors in their vicift  are periodic sensors(b) The sensor network where training has imposed a
We take the view that the sensors deployed aranonymous and virtual coordinate system consisting of concentric commmd equiangular

unaware of their geographic location. Importantly, the sersors sectors.

are not, a priori, organized into a network. It is, indeed, the

interaction between the actors and the sensor population #t globality, the only viable form of non-local interaction.oN
organizes the sensors in a disk around each actor into a shert global aggregation or fusion of sensory data is performed
lived, mission-specific, network that exists for the purpos of . . .

serving the actor and that will be disbanded when the interation because such operations do npt scale well with the size of the
terminates. The task of setting up this form of actor-centrc deployment area. Actor-centric sensor networks can detect
network involves a training stage where the sensors acquire trends and unexpected, coherent, and emergent behavibrs an
dynamic coordinates relative to the actor in their vicinity. find immediate applications to homeland security [5], [8].

The main contribution of this work is to propose an energy- ‘s o
efficient training protocol for actor-centric heterogeneais sensor As a fundamental prerequisite for self-organization, eesis

networks. Our protocol outperforms all known training prot ocols N€€d to acquire some form of location awareness, see [7],
in the number of sleep/awake transitions per sensor needed/the  [10]. Almost all applications benefit from sensed data be
training task. Specifically, in the presence ok coronas, no sensor supplemented with location information, but not all of them
will experience more than1+ [log k] sleep/awake transitions and require the exact geographic position. Moreover, exact fine
awake periods. grain location awareness usually assumes that the sensors

Index Terms—Autonomous wireless sensor networks, heteroge- are GPS-equipped. Therefore, massively deployed wireless
neous sensor and actor networks, free sensors, periodic SmS,  sensors networks, which consist of very tiny sensors, cin on
training protocols b d d with _arain locati The fask

e endowed with coarse-grain location awareness. The fask o
acquiring such a coarse-grain location, relative to a ezfeg
|. INTRODUCTION point, is referred to agraining.

We assume a large-scale, random deployment of micro-Recent papers have studied training protocols which impose
sensors, each perhaps no larger than a dime, and possessiogordinate system by a single, more powerful device, re-
only limited functionality. The sensors are organized, emdferred to asactor, deployed in the wireless sensor network,
the control of an actor, into a short-lived, service-centmd see [1], [2], [8]. In support of its mission, the actor node
mission-driven network. This view is in sharp departurerfro is provided with a steady power supply, and a special radio
the common understanding that sensor networks are deplojdrface for long distance communications. In particuilae
in support of a remote entity that is querying the network arattor has a directional antenna and can modulate the power
where the collected data is sent to a remote site for pratgssitransmitted so that its transmissions cover areas witlerifft
In an actor-centric network the concept of globality hasradii and different angles. When the actor transmits, &l th
been redefined to mean small-scale spatial and tempamalake sensors belonging to the area covered by the current

_ o , transmission passively receive the actor message. Thetfzite
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capabilities as well as of energy budget. In contrast, we randomly generated instances, confirming the analytical
study actor-driven training protocols working in heterogeus results, and showing a much better behavior in the average
sensor networks. The heterogeneous wireless sensor ketwease. The performance is then compared with that of all the
assume sensors with different capabilities. Heteroggrmeaib previous training algorithms known for the periodic sessor
be introduced to increase the dynamic nature and the adapewing that the new protocol requires fewer sleep/awake
tation capacity of the network (i.e., sensors that in similaransitions, and hence consumes much less energy per sensor
conditions behave differently can be adopted to diffeegati Finally, Section VI offers concluding remarks.
the energy consumption and eventually prolong the overall
network lifetime) or can result from on-the-fly modificaton
of existing networks (i.e., different sensors may be used in
different re-deployments). The heterogeneous wirelegs ne In this section, previously known protocols for training
works considered hereafter consist of a single actor, anyd tieither only periodic or only free sensors are summarized.
massively deployed sensors which can differ in the way thdye Flat corona training protocol and its variantsat+ and
alternate betweesleepand awakeperiods. When a sensor isTwolLevel proposed in [1], [2], [12], deal with a homogeneous
awake, its CPU is active, along with its timer, and its radio inetwork of periodic sensors. They are callagynchronous
on. Instead, when a sensor is sleeping, its CPU is not actipgptocols because each periodic sensor learns the ideitity
its radio is off, and only its timer is on. Since the sensoit§e corona to which it belongs, regardless of the moment when
rely on integrated, small-scale, non-rechargeable bestand it wakes up for the first time. On the other hand, the two
since a sensor drains much less energy in sleep mode thapr@tocols proposed in [3] deal with a homogeneous network
active mode [4], in order to save energy, the sensors shogfdfree sensors, and are fully synchronous.
spend most of their time in sleep mode, waking up for brief In the Flat protocol, immediately after deployment, the
time periods only. actor cyclically repeats a transmission cycle which ineslv

In this work, two types of sensors are considered:fthe % broadcasts at successively decreasing transmissions;ange
sensors, which alternate between sleep and awake peristierek is the number of coronas. Each broadcast lasts for a
whose frequency and length depend on the executed protostsif and transmits a beacon equal to the identity of the ostmo
and theperiodic sensors, which alternate between sleep amdrona reached. On the other side, each sensor wakes up at
awake periods according to a predefined plan that cannotriaedom within thed-th and the(k — 1)-th time slot and starts
altered by the protocol. Such devices can model the gendisiiening to the actor foi time slots, that is, its awake period.
behavior of sensor nodes with harvesting capability whichhen, the sensor goes back to sleep for d time slots,
collect energy during the sleep periods and perform thdhat is, its sleep period. Such a behavior is repeated ugil t
duties during the awake periods. In Figure 1, free and pariocgsensor learns the identity of the corona to which belongshEa
sensors are depicted with circles and squares, respgctivel sensor, during the training task, usek-hit registerR to keep

The main contribution of this work is to propose a newrack of the beacons, i.e. corona identities, transmittethle
actor-driven corona training protocol for heterogeneoirew actor while the sensor is awake. In each time slot when the
less sensor networks. The behavior of the actor is based samsor is awake, the entry &f corresponding to the beacon
linear strength decrease transmissions alternating with ftransmitted by the actor is set either®tavhen the sensor hears
strength transmissions. On the other hand, the sensorperfnothing or tol when the the sensor hears the transmission.
a binary search among the actor transmissions to locate th&isensor which belongs to cororacontinues until it verifies
correct corona. Although the two types of sensors are diiyenthe training condition that is until there are two consecutive
the same actor protocol, they locally act in a different ildye  entries ofR, sayc—1 andc such thatR._; =0 andR. = 1.
sensors are anonymous and indistinguishable to the aetoln E  The Flat- improvement to the Flat protocol exploits the fact
sensor starts the training task when it wakes up for the fitktat when a sensor hears a beaepit knows that it will also
time, without any initial explicit synchronization. It issumed hear all the beacons greater thamnd thus it can immediately
that, during the training task, both sensors and actor measset to1 the entries fromR. up to Rj_;. Similarly, when a
the time in slots, which are equal in both lengths and phasensor sets an enttdy, to O, it knows that it cannot hear any
However, every time a sensor receives a transmission frdi@acon smaller thas and thus it can immediately set to O the
the actor, it can re-phase its own slot. This makes the pobtoentries fromR._; down to Ry, too. In contrast to the previous
resilient to sensor clock drift without using any standdotk- protocol, the sensor now fills entries &f relative to beacons
synchronization protocol. not yet transmitted during its awake periods. Thereforeait

The remainder of this work is organized as follows. Sectidnok ahead and skip its next awake period if the correspandin
Il gives a brief survey on related training protocols. Saetill  entries of R have already been filled. However, as proved in
first discusses the wireless sensor and actor network madel &1], [2], its worst case performance remains the same as Flat
introduces the task of training. In the same section, theract A further improvement, called th&wo-Levelprotocol, fol-
and the sensor behavior of the proposed protocol is describlews a nesting approach in which ttkecoronas are viewed as
Section IV exhibits the worst-case performance analyste®f k; macrocoronas of, adjacent macrocoronas each. Precisely,
protocol, in terms of the number of sleep/awake transitioesich sensor is first trained to learn the macrocorona it gslon
per sensor and thus in terms of energy consumed. Sectiortovand then to learn its microcorona inside its macrocorona.
presents an experimental evaluation of the performansede Although Two-Level is the most efficient protocol known

Il. RELATED WORKS



wake sleep awake sleep awake sleep

so far, it cannot reduce the number of sensor sleep/awake - [ d ] a ]
transitions below the square root of the number of transitiorig. 2. The irregular behaviour of a free sensor which alternatesween
needed by the Flat protocol [1]. However, the actor behavio@vake periods of fixed length and sleep intervals of arbitrary lengths.
of Two-Level is designed ad hoc for periodic sensors and _ oo sk sess s R eep
cannot handle the free ones. = 1 S L\ S L\ S 1 id

In contrast, the two protocols presepted in [3] assume t . 3. The sleep-awake cycle of a periodic sensor. The darHesiots
all the sensors are free and synchronized to the master cl sent a time interval in which the sensor was schedweaetawake but
running at the actor. Such two protocols can be thought ihdecided to maintain its sleep mode.
visits of complete binary/d-ary trees, whose leaves remres
coronas, whose node preorder/BFS numbers are related to the
time slots, and whose node inorder/BFS numbers are related t TWO types of sensors can be distinguished according to their
the actor transmission ranges, respectively. Exploitiegfully Pehavior:
synchronized model and performing a distributed phaseavher « The free sensors alternate, according to internal compu-
the sensors that have already known their corona informethos  tations, between sleep periods, whose lengths depend on
in their neighborhood, such protocols require a logarithmi  the executed protocol and can assume arbitrary values,
number (in the number of coronas) of sensor sleep/awake and awake periods of fixed length
transitions and achieve an optimal square root time (alsoen « The periodic sensors alternate between sleep and awake
number of coronas) for terminating the training task. Hogrev periods, both of fixed length. The sensor sleep-awake
the need of a strong synchronization between the actor and th cycle has a total length of time slots, out of which
sensors makes this protocol difficult to be extended to train the sensor is in awake mode fdr< L slots, periodic
periodic sensors. sensors can also sleep for their entire cycle, skipping

This paper presents an asynchronous protocol which not awake periods, as depicted in Figure 3.

only improves over all the previously presented asynchusno |t is worth noting that the protocol to be discussed can
protocols, by reducing the number of sleep/awake tramsitiosimultaneously handle sensors each having its own sleep and
to a logarithmic number thus matching the fastest synchusnaawake parameters. Namely, the network may consist of free
protocol presented in [3], but also can simultaneouslyntraensors each having a different awake period ledgénd of
both free and periodic sensors. periodic sensors each with distinct awake and sleep pedbds
lengthd and L — d, respectively. For the sake of simplicity, in
the rest of this paper, it is assumed that the free and periodi
In this section, the network model is described and tlsensors share the same awake period lengtthat all the
details of the corona training protocol are presented, @hegseriodic sensors share the same sleep period lehgthd,
each individual sensor has to learn the identity of the caroand that bothi and L are even.
to which it belongs regardless of its type and of the momentAs a result of corona training, the deployment area is

Il1l. THE BINARY TRAINING PROTOCOL

when it wakes up for the first time. covered byk coronasCy, Ci,..., Cr_; determined by
k concentric circles, centered at the actor, whose radii are
A. The Network Model rg <11 <---<rgp_1, as shown in Figure 1(b).

A heterogeneous wireless sensor network is assumed to con- _
sist of a single fixed actor, provided with a steady power suppB. The Actor Behavior

and a special radio interface for long distance commurinati  The pseudocode of the actor behaviour is given in Figure 4.
as well as a set of heterogeneous sensors, massively @R@ actor repeats a cycle af time slots. At time slot<i
randomly deployed in the actor broadcast range as ill&stratang2; + 1, with 0 < i < k — 1, the actor broadcastscantrol-
in Figure 1(a). broadcast followed by adata-broadcastBoth broadcast the
Time is ruled into slots. The sensors and the actor reyeaconk — 1 — 4, the former with a full power level able
on equally long, in phase slots. If the slot measured att@ reach the sensors lying in all the coronas, and the latter
sensor drifts from that at the actor, the sensor can easily @th a power level able to reach 0n|y those sensors up to
phase its slot every time it wakes up, as it will be showgoronaC),_;_;, but not those beyond. The actor transmission
in the protocol. The sensors operate subject to the follgwiycle, shown in Figure 5, is repeated for a timesufficient
fundamental constraints: to accomplish the training protocol. An evaluation ofwill
« Sensors aranonymous- to assume the simplest sensobe given in Theorems 1V.6 and V.9 (for free and periodic
model, sensors do not need individually unique IDs; sensors, respectively).
« Each sensor has a modest non-renewable energy budgethe redundancy of information between a control-broadcast
« Each sensor has no global information about the netwaalkd the subsequent data-broadcast allows the sensorseand th
topology, but can receive transmissions from the actoractor to perform a light synchronization at any time during
« Each sensor imsynchronous- it wakes up for the first the training task. One reason for performing data-broddcas
time according to its internal clock and is not engaging im descending order is that the outer coronas, which have
an explicit synchronization protocol with either the actomore sensors than the inner ones, are reached first. Moreover
or the other sensors. since for free sensors, as proved in Lemma IV.4, the inner



Pr ocedur e Actor (k); Procedur e Binary-Training &, d);
t=0 1 trained:= fal se; v := ¢ := 0; min := —1; max := k — 1;
' 2 whi | e — traineddo
repelat 3 for i:=0tod—1do
fori:=0tok—1do , 4 if ever(i) t hen
transmit beacork — 1 — 4 up to coronaCl, 1 ; 5 i f received beacon t hen
transmit beacork — 1 — ¢ up to coronaCy,_1_;; 6 first:= ¢:
t:=1t+ 2k; el se
until t <7 7 first := k:
el se
- - 8 if - received beacom t hen
Fig. 4. The Binary protocol for the actor. 9 if min < firstt hen
10 min := first; update=left;
coronas complete their training earlier than the outer maso 1 ol se control= ¢ +i — 1;
a subnetwork connected to the actor grows and could stant cases
operating before the whole training task terminates. 12 ¢ = first:
13 if max > cthen
14 max := c¢; update=right;
. 15 control=t + 4 — 1;
C. The Sensor Behavior 16 first k and ¢ = (first—1) mod k:
. o 17 if max > firstt hen
In order to describe the protocol for the sensors, it is| 18 max := first; update=right;
crucial to point out that the sensors are aware of the actof 3q st ontrol= 1+ 5
behavior and of the number of coronas Nonetheless, the 21 if min < (c+1) mod k then
control-broadcast could be used to pass global information| 5 umpl,;lai;ggﬁ.* 1) mod k;
like k£ or the order (i.e., decreasing, increasing) in which the gg . controt= ¢ + 4;
. . . . t:=t+d-—1,
data-broadcast transmissions are §chedu|ed. Moreovés, it | 5 i f max — min — 1 t hen
worthy to recall that, during the training task, an awakessen 27 my_co:jona: max;
belonging to a generic coronaalways receives a control- | *® o gorimed= T
broadcast of any beacon, it cannot receive a data-broadftast | 29 guess= [mind max .
; _ 30 alarm-clock:= control + Wait();
any beacon smaller than and receives the data-broadcast of | 3/ cleepunt i | alarm-clock rings.

any beacon larger than or equaldo

First the behavior of any sensor, independently of its tyge,
sketched. To figure out its corona, a sensor useq tlg k| +
1)-bit registers, namedhin andmax At any instant, themin andmaax registers according to the actor transmissions that it
(ma)9 register keeps track of the |argest (Sma”est) Coron@ﬁ,n receive. Then, to find the corona to which it belongs, each
heard so far via a control-broadcast (data-broadcast)jemaSensor alternates sleep and awake periods. Preciselytadte
than (larger than or equal to) the corona to which the sendift awake period, each sensor guesses to belong to corona
belongs. From now on, the intervéin + 1,...,maz] is [™2522] and goes to sleep until the actor transmits such
called thecorona identity rangeand its widthmaz — min @ corona. At its next awakening, if the sensor receives the
is denoted by\. From the above discussion, the followingflata-broadcast relative to the corona it guessed, its eoron

Fig. 6. Training protocol for a generic sensor.

training conditionis verified: identity range becomefin +1,...,C ninwmaq], whereas

) ) if the sensor does not receive it, the corona range becomes
Lemma I_Il.l. .A sensor which belongs.to corong with c [mingmen g, ,Cinax]. Such a binary search continues
¢ > 0,is trained whenmax = c andmin = ¢ — 1, and kit range boundaries differ by one, and thus the sensor
hence) = 1. U s trained.

Immediately after the deployment, each sensor wakes uprhe pseudocode for the sensor behavior is given in Figure 6.
at random within thed-th and the2(k — 1)-th time slot and A sensor listens for an awake period @fconsecutive time
starts listening to the actor fai time slots, withd > 2. slots. Since the sensor is asynchronous, it keeps trackmf tw
During the awake period, the sensor properly setssthia  slots, one even and one odd, to understand whether it woke

up at a data-broadcast or a control-broadcast. During tee ev
beacons (corona lenties broackact b e actor slots, it stores in variablérst either the beacon received, if
1514 13 12 1110 9 8 7 5 5 4 3 2 1 o any, ork (lines 4-7). During the odd slots, if the sensor does
not receive any beacon, it is sure that it woke up at a control-
broadcast. Thus, the actor is now data-broadcasting treohea
first and the corona of the sensor must be larger tfiat.
In variablecontrol, the sensor remembers the local time when
the control-broadcast was received (lines 8-11).

On the other hand, if during the odd slots the sensor receives
beaconc, three cases arise depending on what happened in
the previous slot, namely, a control-broadcast was redeive
(lines 13-15), a data-broadcast was received (lines 17-19)
Fig. 5. An actor transmission cycle @k time slots withk = 16. The actor or a data-broadcast was not received (lines 21-24). The first

alternates control-broadcasts at full power level (blagk}h data-broadcasts 556 js detected because the sensor hears the same beacon
at decreasing power levels (gray), transmitting coronaniitees in decreasing

order.

£

Coronas reached by the actor broadcasts

Y



Funct i on Wait: i nt eger; Functi on Wait: i nt eger;
1 i f update= right t hen 1 i f update= right t hen
2 Wait := 2| M&x-min |, 2 firstcorona:= | max +£|;
el se 3 el 55;.
; max — min ). irstcorona:= min;
3 Wait = 2 (s — | maxpmin ), 4 =1
Fig. 7. The Wait procedure invoked for the free sensors. 5 Wh.' | e guessg L a4 ) L
[Ifirstcorona— v& — 4 + 1], [firstcorona— v % |, ] do

6 yi=v4+1;
7 Wait:= L —d 4+ 1;

twice, which implies that the sensor belongs to a corona whos : : —
identity is smaller than or equal to The second case happeng'g' 8. TheWait procedure invoked for the periodic sensors.
when the sensor hears two distinct beacons differingy mod
k, yielding that the sensor belongs to a corona smaller than
or equal tofirst. The third case occurs when the sensor hears
only the beacom during the second slot, with the consequencg these reasons, the new protocol is robust to possibtekclo
that the sensor belongs to a corona larger tfian1) mod k. driftings.
At the end of the awake period, the sensor tests the training
condition (lines 26-28), and if it is not trained, by invogithe  2) The Periodic Sensor Behaviotn this subsection, the
Wait procedure, the sensor intends to wake up again when {hWait procedure for the periodic sensors is devised. For the sake
actor broadcasts the corona identity in the middle of the®en of the analysis, each sensor is assumed to wake up for the first
corona identity range (lines 29-31). The time complexity qfme at a random instarits, with 0 < s < k — 1. Recall that
the Binary-Training protocol isO(d) plus the time required a sensor running this protocol always alternatestots during
for executing theéMait procedure. which it is awake and. — d slots in which it sleeps. In each

So far, the behavior of the sensors during the Binaryf thed slots where the sensor is awake, it updates its position
Training process has been described independent of thaitording to the sensed data. At each awakening, each sensor
type. Indeed, only the procedutiait, which determines how hears groups of consecutive corona identities, broadcast by
long a sensor has to sleep in order to receive goess the actor. Since two consecutive awake periods statime
corona, depends on the sensor type. Such a procedure magidys apart, the corresponding first beacons transmitteithdoy
influences the total time each sensor employs to be trainadtor are|§|k apart. Hence, a periodic sensor which does not

and thus the total time of the training task. skip any awake period hears tkecoronas in a specific order
In the following, theWait procedures, one for free and onevhich depends on the parametdrs.,, and on the time slot
for periodic sensors, are devised and analyzed. at which the sensor wakes up for the first time. On the top of

1) The Free Sensor BehavioiThis subsection deals with such an order, the Binary-Training protocol imposes thatyin
sensors that can freely choose their awakening time. So tiegarch scheme on the corona identity range by means of the
set the alarm clock when, according to their local time, th&/ait procedure, which forces a sensor to skip awake periods
actor transmits thguesscorona identity. until that in whichguessis transmitted.

The Wait procedure is outlined in Figure 7. The sensor

sleeps for an interval which depends on sscorona and . . . )
P P G that finishes its current awake period at si@nd invokes the

the last modified boundary of the corona identity range. . , ) .
. L ; : ngt procedure. At first, the sensor recomputes in variable
Consider a sensor that finishes its current awake period an

invokes theWait procedure. lfupdate=right, thenmaxis the |rstcoronat_he _beacon_ which was transm|tte_d by the actqr
: . . at the beginning of its current awake period. Indeed, if
beacon transmitted via a control-broadcast at time cgatrol . .
. . . update=right, thenmax has been updated at each time slot
(see Figure 6). Since thguesscorona is smaller thamax

. . 4 .
guesswill be broadcast in the current actor cycle at time sloe%n,d ﬁrzztsc%r:gr?f LI;Z ):jt)?]|lk.a\:vtrr]1?er?i?si L];lr;pgzltstzlc?:tihtgzcvake
control+ 2| =212 | Whereas, iupdate=left, thenmin has e P y

been transmitted by the actor at the beginning of the curré)n%rpd’ andirstcoronais exactly the corona identity stored in

. . . registermin (lines 2-3). Note that in the first awake period,
awake period. Sincguesscan only be larger thamin, guess if two boundaries have been updated, regisigdatemust be
will be transmitted during the next actor cycle, at slohtroh- P » €9

max — min . . .. equal toright. Thus, in a lookup process, the sensor checks
2(k — [=2522]). Clearly, the time complexity of thiVait . ; ) .
procedure for the free sensorsa1). during which subsequent awake period theesscorona will

Note that the sensor, setting tleentrol variable, intends be transm_|tted (lines .5_6)’ and stores -jnthe r_1umber of
. awake periods to be skipped plus one. Indeed, since the@oron

. identities transmitted at the beginning of two consecutive
the control-broadcast relative to tlypiesscorona. However, . . I 3 9 .
ua,l]v(g/ake periods differ by3|., and § beacons are transmitted

the pseudo-code does not exploit this property. Indeed, : . )
. in“each awake period, the sensor knows which beacons it can
protocol works properly even if the sensor wakes up again

when any data-broadcast or control-broadcast is trarmdnittrecelve in every awake period.

Moreover, since the sensor updates thie andmaxregisters ~ The time complexity of the Wait procedure, shown in
listening to the effective actor transmission, the sensesdot Figure 8, is O(yd). However, such a complexity can be

infer any information from its knowledge of the actor belwayi lowered by storing in each sensor a look-up table, as it will
contrary to the previously known protocols [1], [2], [3]. Fo be shown at the end of Subsection IV-B.

The Wait procedure is given in Figure 8. Consider a sensor



IV. CORRECTNESS ANDPERFORMANCEANALYSIS trained. Every sensor in coron@, always updates only one

In this section, the correctness and the performance of ti%%undary.

Binary-Training protocol are discussed. The results pidve Proof: By contradiction consider a sensor in corona
the next lemmas hold for both free and periodic sensors. ¢ > 0 that updates both boundaries in the same awake period,
but remains untrained. Lemin and max be the values of
the boundaries at the beginning of the awake period. During
such an awake period, the sensor must have received the
control-broadcast for a corona larger thamn down to the
Proof: By contradiction, consider a sensor that listendata-broadcast for a corona smaller timaax (passing through
to the actor for just one slot. If the sensor receives beactre control-broadcasts for coronésand k£ — 1). However,
¢, it cannot distinguish whether it hears a control- or a datthis takes more thad time slots since, already at the end of
broadcast. On the other hand, if the sensor does not reagjve the first awake period, at leagtin + 1) + (k — maz) > 4
beacon, although it is aware that the actor transmits a dataronas are excluded by the corona identity range.
broadcast, it cannot update thain register because it does If a sensor belongs to coroiasince whenever it wakes up
not know the transmitted beacon. Therefore, in both cases threceives the actor transmission, it setsxin each awake
sensor cannot update its corona identity range. Consider nperiod. When it receives beaconit is trained becauseaz —
a sensor that has listened for two consecutive time slotgeSi min =0 — (—1) = 1. O ]
i = 1, the sensor executes the code in lines 8-23, and hencés explained in Subsection IlI-C, in each awake period
it sets eithermin or maz learning its relative position with but the first, the widthA of the corona identity range is
respect to the last data-broadcast beacon. [ m reduced by applying a binary search scheme on the interval
As a consequence of Lemma IV.1, it is necessary that thgin, ..., max] until A = 1. This process requires a number
lengthd of the awake period of both free and periodic sensof$ sleep/awake transitions, whose worst value is denoted by
be at least2 to allow all the sensors to be trained (such &max, bounded as follows:

condition is also sufficient only for free sensors, as it Wl | o yma V4. A trainable sensor that belongs to coronand
shown later). Let us now concentrate on how the widitbf 1 aq up for the first time at time slef 0 < s < 2k — 1,

the corona identity range decreases for any sensor. Hl_;ecis\ﬁ,h”e the actor transmits beacadli,, with 0 < ¢, K, < k—1,
in the first awake period of a sensorreduces as follows: requires h o

Lemma IV.2. Consider a sensor belonging to coronahat 1+ [log(min{k — Ks — 1,k — g})] if c > K
wakes up at time slog, 0 < s < 2k — 1, when the actor "max = { 1+ [log(K, — % +1)] if ¢ < K,
transmits beacork,, with 0 < ¢, K, < k — 1. If the sensor ransitions to be trained

is untrained at the end of the first awake period, the Widtﬁw '

Lemma IV.1. Each sensor requires at leagitonsecutive time
slots to learn its relative position with respect to the baac
transmitted in the last data-broadcast.

A = max — min of its corona identity range is: Proof: After the first awake period, the corona identity
. 4 . range reduces by half at each awakening because the sensor
A= { mln{kd— Ks—1,k—3} !f c> K learns its relative position with respect to thjaesscorona,
Ks—3+1 if ¢ < K which is in the middle of the corona identity range. Therefor
Proof: Consider the behavior of a sensor that at the effy Lemma V.2, the result follows. = u

of its first awake period is still untrained. Assume that the 't 1S worth noting that a free sensor is always trainable

sensor does not receive the data-broadcast transmittaphe Provided thaid > 2 because, being free to set its alarm-clock,

K., thatis,c > K. If K, > ¢, then themin boundary of it is guaranteed to hear tlgriesscorona. In contrast, a periodic
S 1 S s ’ . . . . . oy e .

its corona identity range is updated fo,. Since the actor sensor is constrained in its awakenings and thus it is toéna

transmits at decreasing power levels, the nektansmissions only_ if some cgndltlons on .the param_etei’s k andd are

will not update registemin. Hence, the corona identity rangever'f'ed' as it will be proved in Subsection IV-B.

becomesk, + 1 k—1]. Whereas, ifi, < ¢ — 1, also the In order to analytically evaluate the performance of the
yr . ) 2 7 . _ .. . oy

registermaxis updated because the sensor is awake while tﬁgwary Training protocol, in addition t0vaq, 1€t wimas be

actor transmits beacon— 1. However, overalld coronas are the worst ‘?V_era” awakg time per sensor, andb(_e the total
excluded, leading to a corona range of wid:tlgr d Assume Hme for training. Recalling that each awake period lastsdfo

2 i —
now that the sensor receives the data-broadcast trarrm;nitﬁ!me SIOtS.’ one ha@"?“”” = Vmaad. Note t h.atT measures the
me required to terminate the whole training task for thimgc

beaconK,, that is,¢ < K,. Then, the sensor updates thé' . - ; .
max boundary for? times. Therefore, the new corona rang hereas each sensor countg iits local training time, that is,
2 ‘ ’ ow many slots elapse from the sensor first wake up until the

d H d :
Ezi?;fjg_’ -+ K= 5] Note th%t It < 5. the sensor il en(_j of_the qwake period ip which it. is traingd. Hence, a sensor
The following two results hold for trainable sensors, tisat iWhICh s tr.amed at local t|.me Is trained a_t timet + s for the.
for those sensors that after a finite time have. 1. a_lctor, if s is the random time slot when it wakes up the first
time. Thereforey cannot be larger thaty, .. + 2k — 1, where
Lemma IV.3. In each awake period but the first, every,, . is the worst training time among the training times of all
trainable sensor, which belongs to corona- 0, updates only the sensors. The analysis of the total time required by Binar
one boundary of its corona identity range unless it becom@&saining depends on th&/ait procedure, which determines



how long a sensor has to sleep before receiving ghess
corona, and hence it is different for free and periodic senso
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A. Free Sensors Fig. 9. TableA showing the coronas broadcast by the actor during the awake

In order to bound from above the total timédor the training periods of a sensor, assuming it does not skip any awakedparid that it
task. the foIIowing result is useful: woke up for the first time while the actor was transmittiAg = 0.

Lemma IV.5. The training task for a free sensor that belongs
to coronac cannot last more tham, = 2k(1 + [log, c]) time

slots. Thereforer < 2k(1 + [log, k1). |Ks — |iL'|k|,. Observe thatl’ and & can be rewritten as

. : L' = gl andk = gk. Sincel|il'|, = gliL'|; (see [6]),
Proof: By applying the binary search scheme to ther/| is a multiple ofg and generates only the multiples

corona identity range, a sensor that belongs to coromaist ot 4 in [0,...,k — 1] while i varies in any interval of at

exclude the corona8, 1,...,c — 1 from its corona identity |a5sti consecutive integer values. Therefdd, — |iL/|x|, =

range by updating the registenin. This can be done in at iy ‘ . .
most [log, ¢] times. Since the sensor waits at mast slots K = glil’l; k Moreover, in any two awake periods, say the

between two consecutive updatesnain, the result followsd i-th and thej-th ones, such that > j andi — j < k, the
m two first data-broadcasts transmitted are distinct andediff
A consequence of the above lemma is that the inner corordsa multiple of g. Whereas, the same first data-broadcasts
finish the training task earlier than the outer coronas. la ths transmitted in any two awake periodsand j such that
way, the wireless sensor network is raised up from the cémter: = j mod k. U ]
the periphery. Hence, the performance of the Binary-Tngini For example, assumé = 28, £k = 8, andd = 14, and
protocol for free sensors can be summarized as follows: consider a sensor that wakes up for the first time while the
. actor broadcast&’; = 0. In Figure 9, a tabled is depicted
1:2;? rferg:eI;/éGn.sﬁlrl :QSJEZ St(e)nbs(;)rt?a?r:e%;amjkiliﬂﬂzo; E;Sd whi_ch shows i_n rowi the coronas heard at theth awake
o and - < 2k ax = 2™I* period. According to Lemma IV.74 hask = % = 4Arows and
e e - Tme d' = 7 columns. For instance, coluntnshows the different
Proof: The proof follows from Lemmas IV.1, V.4, and data-broadcast$0, 2, 4,6} which can be transmitted in the
IV.5. O B first two slots of every sensor awake period and which differ b
g = (14,8) = 2. Instead, rowl shows ther coronas broadcast
during its second awake period, assuming that the sensar doe

B. Periodic Sensors e X g >GF U
. . not skip it. Observe that the first corona transmitted in this
To analyze the performance of the Binary-Training protoc@l,.ond awake period i€, — iL' = [0 —1- 14 = 2

for periodic sensors, some properties on which beacons e sensor does not skip any avv_ake period, it wakes up
received by the sensor, and in which order, are discuss

D ih(a.b) th divi b ﬁg‘the next two awake periods while the actor transmits 4
e(;u;te wit (6(1, ) 1 delg{E?tESt Lcomm_on L,'V;Csord, eiweden and 6, respectively, as depicted in colunThis behaviour
an (see [6]), and le = 3.9 = (LK), — 2' s periodic and in any subsequent awake period the sensor

rro_ L’ 7. k i . .
L' = 77y @ndk = 7. In order to derive the necessaryyi wake up while the actor broadcasts one corona among
and sufficient condition to train all the periodic sensolg t {0,2,4,6).

following observation is useful.

As a consequence of Lemma IV.7, a sensor can hear, regard-
Lemma IV.7. For fixed L, d, and k, assume that, during the less of how long the training task lasts,distinct sequences
first two slots, when the sensor wakes up for the first tim@ach ofd’ consecutive decreasing coronasd'li< (L', k), the

the actor has transmitted the data-broadcdst, with 0 < sensor receives non-overlapping sequences of coronas, and
K, < k — 1. Then the data-broadcast transmitted in the firdience onlykd’ < k coronas. Ifd’ > (L', k), the sensor hears
two slots of thei-th sensor awake period igf, —iL/|, = at least once each of thecoronas.

K = (L', k)lil];| . assuming that the sensor does not skipemma 1v.8. The training condition is satisfied for all the

any awake period. Overall only different data-broadcasts periodic sensors if and only i’ > (L', k).
can be transm|ttegl by_ the actor in the first two slots of eVery  pboof By Lemma IV.7, regardless of how long the
sensor awake period, independent of how many awake perl?rds

the sensor performs. Suéhdata-broadcasts differ each other alning task Ias.ts, a /sgansqr can learmn its reIat|_ve_ pasitio
. , only respect tanin{k, d’'k} different coronas even if it does
by a multiple of(L’, k).

not skip any awake period. Therefore,df > (L', k), since
Proof: Consider a sensor for which, during its first awakenin{k, d'k} = k, for anyguesscorona of the Binary-Training

period, the data-broadcakt, has been the first one transmittegorotocol there is at least one of the subsequenbnsecutive

by the actor and which does not skip any awake period. Thevake periods in which the sensor can hgaess Whereas, if

i-th awake period; > 0, of such a sensor startd, time d’ < (L', k), sincemin{k,d'k} = d'k < k. there are coronas

slots later while the actor is data-broadcasting, during thvhich can never be heard by the sensor irrespective of the

first two slots of the sensor awake peridds, —iL’|, = training task duration. If one of such coronas iguesscorona



for a sensor, the protocol cannot terminate for such a sendae@mma IV.7, to faster compute. Tk, consists ofk rows

which thus remains untrained. [l m and (%1 columns. Givenh and j, with 0 < h < k — 1
Therefore, the performance of the Binary-Training protocgng o < j < (4] — 1, a generic entryl'x, (h,j) contains
for periodic sensors is given by the following result. the awake period in which the sensor will hear the corona

Theorem IV.9. For fixed L, d, and k, if d’ < (L', k) then identity 7 in a time slot included between the time slgip
there are sensors which cannot be trained by the Binarfd (j + 1)g — 1, wherejg and (j + 1)g are the coronas
Training protocol; otherwise all the periodic sensors ragu Where two awake periods start. The vallig, (h, j) verifies
to be trainedvmax < 1+ [logy k], Wmax = dVmax, and 0 < Tk.(h,j) < k—1anditis intended as a relative position
7 < kL. within the system actor-sensor cycle. In practice, foof T,
contains all the awake periods in which the sensor can hear
Proof: The results forvmax and wmax follow from  coronap during the system actor-sensor cycle if the sensor
Lemma IV.4. With regard tar, since the cycles of the actorypes not skip any awake period. It is worth noting that the
and of the sensors lagk and  slots, respectively, then thesame corona can be heard by a sensor in more than one awake
actor and the sensors are simultaneously at the beginningp@fiod (unless? = g, in which case there is only a single
their cycle everyl.c.m.{2k, L} = F%55 = kL slots. In other ¢ojumn in 7). Indeed, since each awake period includes
words, the cycle of the actor-sensor system, i.e., the mimm ; consecutive coronas and since distinct awake periods start
time after which both the actor and a sensor are again i coronas which are multiples af, coronah is heard by
the initial condition, is ofkL slots. Since to hear eaduess 4 sensorin at mos{td—ﬂ awake periods, namely, for all those
corona a sensor has to wait at most a cycle of the actor-serg\%”apping periodsgwhich include.
system, and since at mosk. guesses are performed, the Referring to the example in Figure 9, Figure 10 shows the
protocol takesr < kLviax time slots. O B content ofT,, for the same parameters, namédly= 28, k = 8,
However, taking into account the particular values tat jnq7 — 14. For instance, rows of T, containsTy(5,0) = 3,

can assume, better bounds on the performance parametersl%%g’ 1) = 0, Ty(5,2) = 1, andTp(5, 3) = oo, because corona
be derived. 5 is transmitted during thé-rd awake period in one of the slots
Theorem IV.10. For fixed L, d, and k, one has: 0 and1, during the0-th awake period in one slot betweén
1) if (k) < d < |L|p, then vpay < 1+ [log %], an(_j?,,_in_the 1-th awake _periogl in one slot betweerandS,_
Winax = Qinax, aNd T < %Lvmax: W_hlle it is never transmitted in slod, as one can check in
2) if || < d <k, thenvpax < 14 [log %1, Wmax = Figure 9. )
Ao, ANAT < [ 2] Lo _ To_better_understand how to build tab_lé<5, one could
3) if &’ =k, thenvimax = 1 and winax = 7 = d. imagine to first construct a tabléy_ by settingAx_ (u,v) =
|Ks — ul’ — v|;. Since Ak, contains the coronas heard in
Proof: The result trivially follows whend’ = (L', K) each awake period by a sensor that wakes up for the first time
because, by Lemma IV.7, thle coronas are partitioned intoin coronak’,, one can derive the entries 8% performing a

X non-overlapping intervals over which a binary search ignd of inverse computation. Precisely,Afx_(u,v) = h, with

performed to find wheregguessis transmitted. Hence, theg <y <k—1and0 < v < d' —1, thenTx (h,|2]) is set to
; : -, = = = sy 2 lgo

binary search takes,.. = 1+ [log %] guesses. Since eachy,. The unfilled entries in the last column @i, if any, are

interval lastsd = 2d’ slots and since a sensor waits at mosjet tooo. Clearly, this requireQ(’“—d/) time andO(’“—d/ log k)

%L slots to hear eacuesscorona, the results fa,.x and  space for each sensor. g g

7 follow. The above computation can be performed by each sensor
Whend' = |L|, if the sensor is awake for two consecutivgt the beginning of the protocol, as soon as it knows its
awake periods, that is, for two awake periods starting aé tingwn £,. Otherwise, such a computation can be done in a
slott andt+L, it would hearc—d’—l-l as the last corona of the preprocessing phase, that iS, before the sensor dep|oyment
fist period and:—d’ as the first corona of the second period, ifor a fixed value ofK., like K, = 0. In the latter case, when
cis the corona heard at timeThus, thek coronas are covered g - 0, each entry off'x. can be derived by the sensor from
by [ 4] intervals (out of which| % | are non-overlapping) and the precomputed tabl&, as: Tx. (h, j) = To(|h — K|x, ).
a binary search is performed on such intervals to find whefig¢ other words Tk, corresponds to a row cyclic shift af,.
guessis transmitted. Since each interval lasts= 2d’ slots Fina”y’ the numberfy required in theWait procedure of

and since a sensor waits at m¢§]L slots to hear thguess Figure 8 is obtained inD(d—/) time by computing
corona, the bounds far,,, and 7 hold. g

Whend' = k, thek coronas are covered in a single interval, 7= o< -31(12171 {vj:7 >0}
and each sensor is trained in the first awake period. Thus, the ==l
bounds are trivially derived. where

Observe that wheL', k) < d' < |L'|, or |L'|, < d <k,
the number of intervals which cover tiiecoronas cannot be
greater than that in the case &f= (L', k) andd’ = |L'|;, In fact, one computes the minimum numbej of the
respectively. Hence, the proof follows. O m awake periods between each occurrence ofginesscorona,

With regard to the time complexity of th@/ait procedure Tk, (guess,j), in the system actor-sensor cycle and the current
(Fig. 8), one can use a tablBx_, where K, is defined in awake period, given b¥'x_ (firstcorona,0).

v; = [Tk, (guess, j) — Tk, (firstcorona,0)|; .
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6 3Tol 1l 2 CPU inactive, timer on, radio off 6 A 0.015mW

7701 T2 > CPU switch on, radio startup 3mA < 30 mW

CPU switch off, radio shutdown 3mA < 30 mW

Fig. 10. The tableT} indicating the awake periods in which each corona isCPU active, radio listening or RX 12 mA 32 mW

heard by a periodic sensor whén= 28, k = 8, andd = 14.

a power consumption, which cannot be higher than that in
the active mode, and they take a non negligible amount of
time (about 1 ms each). The above constraint influences the
behavior of the protocol because it gives a lower bound on the
the length of the sensor sleep period, which must be sufficien
to allow both radio startup and shutdown, and thus cannot be
shorter thar2 ms. Hence, a time slot &f ms is enough. Note
that such a slot duration is enough to accommodate within it
C. Energy Consumption the O(%’) computation time required in the worst case by a

In this subsection, the energy drained by the Binary-Trajni Periodic sensor. In summary, from the data of Table I, one has
protocol is evaluated under a realistic estimate of the powdategans = 30%1430%1 = 60 uJ, €slcep = 0.015%2 = 0.030
consumed by the sensors in their different operative modegtJ: andeawake = 32 % 2 = 64 pJ.

During the training task, when a sensor is awake, its !t is easy to see that since the actual valueegf., is
CPU is active and its radio is listening or receiving. Insteanegligible with respect t@ans and eawake, Which in turn
when a sensor is sleeping, its CPU is not active, its tim@fe comparable, the periodic sensors, which require a small
is on, and its radio is off. Letayae and egeep be the Vmax, CONSUME slightly less energy than the free ones, which
energy consumed during a time slot by a sensor when itifsturn are trained faster.
listening/receiving or sleeping, respectively. Since thdio
startup and shutdown require a non negligible overhead, let V. EXPERIMENTAL TESTS
eerans denote the energy consumed for a sleep/awake transitiony, this section, the worst and average performance of
followed by an awake/sleep transition. Thus, denoted withhe Binary-Training protocol are experimentally testec! an
andw, respectively, the number of wake/sleep transitions agdmpared with the asynchronous corona training protocols
the overall awake time, the total energydepleted by a sensor previously presented in [1], [2]. Since in the heterogerseou
IS: networks, the free sensors do not influence the performance

E = Vegrans + Weawake + (T — W)esleep (1) of the periodic ones, and vice versa, the Binary-Training
gotocol has been tested training either only free or only

For example, consider a sensor with, = 0, which has
guess = 5 and firstcorona = 2. SinceTy(2,0) = 1, one
hasyo = [T0(5,0) — 1la = 2, 1 = |To(5,1) — 1[4 = 3,
v2 = |To(5,2) — 1|4 = 0, andvys = |oo — 1|4 = oo. Hence,
~v =min{2, 3,00} = 2, and the sensor has to wait —d+1 =
56 — 14 + 1 = 43 slots.

An upper bound on the energy drained by the traini
protocol for a free sensor is obtained from Equation 1
substituting the worst case bounds farw, andr given in
Theorem IV.6, thus having:

eriodic sensors. In this way, the comparison with the previ
rotocols, which deal only with homogeneous networks, is
more evident. In particular, in this section, the protoam f
free or for periodic sensors is call&nFreeandBinPeriodig
E < (14 [logk]) (etrans + deawake + 2ke€sicep) respectively. In the simulation, there ah& = 10000 sensors
o _uniformly and randomly distributed within a circle of radiu
Similarly, the energy spent by the protocol for periodi¢, _ 1. centered at the actor and inscribed in a square.
sensors is derived from Equation 1 by using the upper boundsonsider first some experiments comparing the performance
provided in Theorem IV.10, observing thét> (L', k): of the BinFree protocol versus the BinPeriodic one. In the

< [ i w> ( kL ) simulations reported in Figures 11-15, the numbef coronas
E<|1l+log |5 €trans T d€awake + —T——€sleep | 1S fixed to 64, the lengthL of the sensor sleep-awake cycle
(7’k) (3.K) is 216. Since the BinPeriodic protocol trains all the sensors
In order to evaluate the energy drained in a realistic sgttirenly if 4 > (5,k) = (108,64) = 4, the sensor awake period
Table | reports the power consumed by a sensor in differehvaries betweer (5, k) = 8 and 2k = 128 with a step ofs.
operational modes. The data refer to the TinyNode 58Ehe results are averaged oveindependent experiments.
produced by Shockfish S.A., and are the customary values fofigure 11 shows the number of transitions for the different
the smallest sensors one can buy [4]. The sensors have ¥glges ofd. According to Theorems IV.4 and IV.9, when
power source two customary 1.2 Volt batteries, with a capacil = 2(L', k) = 8, BinFree and BinPeriodic havey.x =
of 1900 mAh each, and hence they have an energy supplylof- [log(k — $)] = 7 and vpax = 1+ ﬂog(gﬂ =9
4.56 Joule. As one can check in the table, listening is nearlyrespectively. Similarly, wher = 2|L’|;, = 88, BinFree and
expensive as receiving. The radio startup and shutdowrreequBinPeriodic requirev,,x = 6 and v, = 2, respectively.
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Fig. 11. Number of transitions wheh = 64, L = 216, and8 < d < 128. Fig. 13. Total time slots required by the BinFree protocol to train tde
-~ sensors in corona = 2¢, with 0 < ¢ < 6, whenk = 64.
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Fig. 12. Overall sensor awake time slots whén= 64, L = 216, and . ) d
8 < d<128. Fig. 14. Total time slots whet = 64, L = 216, and8 < d < 128.

Clearly, increasingl, the gain of BinPeriodic over BinFreeln fact, for such a value od, to receive the guessed corona,
increases. With regard to the average performance, althowgfree sensor has to wait at ma@st slots for each transition,
one notes that,,, considerably improves over,., for both whereas a periodic sensor has to wait at 7 slots, that
protocols, the improvement is higher for BinFree. is a cycle of the actor-sensor system. The total time of the
Figure 12 presents,ax = Vmaxd andwaye = Vaved, Which  BinPeriodic protocol neatly decreases wheimcreases until
measure, respectively, the worst and average overall awdikeecomes comparable with that of BinFree for % Indeed,
time spent by each sensor to be trained. Clearly, BinFradend is sufficiently large the coronas transmitted in different
exhibits awake times longer than those of BinPeriodic sinceawake periods overlap. Hence, the same corona identityean b
requires a larger number of transitions. Although the numbeeceived by the periodic sensor during several awake period
of transitions decreases @ncreases, Figure 12 illustrates thabf the same actor-sensor cycle, and in general, the sensisr wa
the average overall awake time is almost constantly slightinuch less tha L"“Lk slots to receive the guessed corona. Note
increasing for both protocols, except whérapproachegk, that the total time also decreases because, whireases,
when all protocols takes = 2k. It is worthy to note that Bin- the number of transitions required to train a sensor deeseas
Free can train all the sensors even when 2, and in that case  Figure 15 shows the energy consumed by a sensor in
it achieves the absolute minimum fot,,x = 2vma.x = 14. the worst and average cases, denotedHy., and E..,,
Figure 13 exhibits the total time required to accomplish respectively, for both the BinPeriodic and BinFree protsco
the BinFree protocol for all the sensors in corena 2¢, with where the time slot length is set foms. It is worth noting
0 < i < 6, whenk = 64, and eitherd = 32 or d = 40. that the graphic of the energy has the same profile as that of
The graphic confirms the results for the total timegiven in the overall awake time. In fact, since the actual valuesf,
Lemma IV.5, that ist < 2k(1 4 [log, c¢]). Figure 14 shows is negligible with respect t@;ans and eawake, Which in turn
the total timer required by the two protocols to train allare comparable, the energy grows proportionally (é + 1).
the sensors in the network. BinPeriodic requires a totaé tinTherefore, although BinPeriodic has a highethan BinFree
extremely larger than that of BinFree whén= 2(%, k) =8. when8 < d < 48, the former always consumes less energy



k=64 L=216 N=10000

k=575 L=54 N=10000

11

38 T T T T 1300 T T T T
36 | BinPeriodic: E e BinPeriodic: @y, e
34 BinPeriodic: E,yq X 1200 inPeriodic: Wyq x|
BinFree: E * BinFree: m, *
3 H * Emax 1100 ! " Pmax 1
BinFree: EM =] BinFree: w,,, =
30 . H
1000 lat: Wyax
28 q
900 Flat: @, q 1
26 Flat+: @
- g 800 | lat+: @yyq -
E 22 2 700 [Twolevel: @,y —
> 20 % [Twolevel: @,,q ——
1] = 600 *
c 18 ©
w = *
]
16 2 s x
PO .- *
14 : - . B 2 e
-, e 4 I * +
12 : - e 400 * P “
10 300 e
. » g
L e R Tt 2 . et R R X
. 200 o TR
100 pad i P e P Sl
; . g_g;iﬁg's;sw%ﬁ—s? et S,
0 8 16 24 32 40 48 56 64 72 80 88 96 104 112 120 128 0 4 8 12 16 20 24 28 32 36 40 44 48 52 56 60

d

d
Fig. 15. Energy consumed when= 64, L = 216, and8 < d < 128. Fig. 17. Overall awake time slots when= 575, L = 54, and1 < d < 54.

k=575 (k1=25, k2=23) L=54 N=10000

k=575 L=54 N=10000

200

180

160

140

120

100

80

number of transitions

60

40

20

0

BinPeriodic: V.,
BinPeriodic: vayq

BinFree: v .

inFree: vy g
Flat: vy

lat: vayg
Flat+: vy
lat+: Vayg

[Twolevel: v .

[Twolevel: vayg

iH

X

[l 3

i

P

S R

v L S

e

-Be-

R

X
=

0 4

8

12 16 20 24

32 36 40 44 48

52

56

total time

240000

230000

inPeriodic: T

220000

inFree: T

Flat: T

210000
200000

lat+: T

190000

180000

Twolevel: T

170000

160000

150000

140000
130000

120000

110000

100000

90000

80000

70000
60000

50000

40000

30000

20000

10000

Fllinas. 200 S B

"S-

..

-

0
01234567

8 9 1011 12 13 14 15 16 17 18 19 20 21 22

23 24 25 26 27 28

d
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Fig. 16. Number of transitions wheh = 575, L = 54, and1 < d < 54.

algorithms are defined. In fact, according to Lemma IV.1,
than the latter. In the worst case, the energy depleted by $@ary-Training requires at leagt consecutive slots to learn
Binary-Training protocol is 38 mJ. Since the energy suppliesomething.
by a sensor is about56 J, the whole training task consumes The experiments show how both BinFree and BinPeriodic
at most8,/1000 of the entire energy budget. outperform Flat and Flat with respect tovmax and vayg

In conclusion, a heterogeneous wireless sensor netw@Figure 16), and tQuyax andway, (Figure 17). In particular,
should use smaller values af for the free sensors andfor v,,,, although the corona identity range is guaranteed to
larger values ofd for the periodic sensors. In this way, thedecrease at each awakening applying both Flat+ and Binary-
BinFree protocol optimizes the overall awake time and thEraining, its range decreases faster using Binary-Trginin
energy consumed, without substantially penalizing the lm&rm which guarantees to halve the corona range at each awak-
of transitions, whereas the BinPeriodic protocol optirsizesning of the sensor. With regard to TwoLevel, its number of
the number of sleep/awake transitions slightly increashg transitions is smaller than that of Binary-Training only avh
overall awake time and the energy consumption. d is approximately the same as the number of macro- and

Consider now some experiments where the new Binanypicro-coronas. Indeed, whe = 23, TwolLevel can train
Training protocol is compared with the Flat, Flat+, anthe sensors in just 3 transitions, whereas Binary-Traisiiih
TwolLevel protocols, proposed in [1], [2], for homogeneousses a logarithmic humber of transitions. Clearly, a simila
networks of periodic sensors. In the simulations reported observation holds for the overall sensor awake time.

Figures 16-20, the numbér of coronas is fixed t&75, the Concerningr, Figure 18 shows that the new protocol for
length L of the sensor sleep-awake cyclesis and the sensor periodic sensors is worse than the previous ones whenery
awake period! varies between and54 with a step of4. The small, confirming that periodic sensors benefit of a modbrate
numbers of macro-coronas and micro-coronas for TwoLevehg awake period. One can note that, according to Theorems
are, respectivelyk; = 25 and k2 = 23, which indeed give V.6 and IV.10, BinFree and BinPeriodic have a total time
k = k1 * ko = 575. Note thatd is bounded by the length of bounded by their number of transitions multiplied by twice
the sensor cycle, while fai = 1, only the previously known the number of coronas and by the Flat total time, respegtivel
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o e el T for free sensors offers, especially for small valuesdpthe

17000 BinFree: T 1  best compromise for both optimization criteria. Hence, the
o000 1§ e« 1 heterogeneous network takes advantage of the free sensors
iiﬁﬁﬁ [wolevel: ~=-[|  to become quickly operative, and of the periodic sensors to
13000 |4, increase its longevity.
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VI. CONCLUDING REMARKS

8000 : = - We have proposed training protocols for heterogeneous
7000 wireless sensor networks. Heterogeneity comes from the in-
o tegration offree and periodic sensors that can independently

4000 R = operate in order to locate themselves with respect to a commo
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powerful device called actor. The actor beacons the network

1000 with useful information for localization purposes. Thedre

%01 2545676 081011121314151617 181920212223 2425202728  SENSOIS irregularly alternate between Sleep and awakedseri
d
Fig. 19. Total time slots whek = 575, L = 54, and1 < d < 54, excluding wh_ose frequency and Iengt_h depend on the protocol compu-
BinPeriodic. tation. Whereas, the periodic sensors alternate betweep sl
periods and awake periods of predefined lengths, estadllishe
k=575 L=54 N=10000 at the manufacturing time. The analytical and experimental
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BinPeriodic: E

BinPeriodic: E,

X

max

[l 3

BinFree: E; g

studies have shown that the new protocol outperforms the one
nt binrree £ { presented in [1], [2], [12] in terms of number of sleep/awake
transitions, overall awake time and energy consumptiorreéMo

61 | i lat: Eppax H . - [
Flat: £y over, the new protocol is resilient to slot drifting and, tet
51 ot Enax {  best of our knowledge, it is the first actor-driven protocol
- Favg . . .
2 [Twolevel: Eqyay - able to train at the same time different types of sensors. The
> 41 [Twolevel: Eqyq —— - N .
g —F experimental results have also suggested practical chéice
Y al B the lengthd of the awake periods: smaller values &ffor
A N OO oy L the free sensors and larger valuesddfor the periodic ones.
21 e 4' As a future work, we also intend to compare the Binary-
“ R I A S . Training protocol with variants of the synchronous tragin
SRR

-

0 4 8 12 16 20 24 28 32 36 40 44 48 52 56

Fig. 20. Energy consumed whéan= 575, L = 54, and1 < d < 54.

algorithms, proposed in [3], properly modified so as to tter
slot drifting.
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BinFree uses both data- and control-broadcasts, and hence

in d time slots it hearsg coronas, while the others hear

d coronas. However, the worse time of BinFree is widely1]
counterbalanced by its much lower number of transitions
which lead to a moderate energy consumption (see Figure 2@}
Indeed, BinPeriodic depletes the minimum amount of energy,
in both the worst and average cases, with respect to alli"!]
protocols but TwoLevel. Although TwoLevel has the minimum
energy consumption in the average case, it requires a specifi
actor behavior [1] different from that used by all the other4l
protocaols.

The comparison between Flat and Binary-Training for pes]
riodic sensors reveals the bicriteria optimization behand
training task: one can either minimize the energy conswnpti g
or speed up the training task. Moreover, it is worth noting
that in both Flat and Flat+, when the actor transmission ts nd’]
received, the sensors update the corona identity rangarngri (8]
from their local time the beacon transmitted by the actor.
This makes the Flat and Flat+ protocols very sensitive tb slo
drifting. o

Finally, the above experiments show that Binary-Training
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